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Fidgety speech emotion has important research value, and many deep learning models have played a good
role in feature modeling in recent years. In this paper, the problem of practical speech emotion is studied,
and the improvement is made on fidgety-type emotion using a novel neural network model. First, we con-
struct a large number of phonological features for modeling emotions. Second, the differences in fidgety speech
between various groups of people were studied. Through the distribution of features, the individual features
of fidgety emotion were studied. Third, we propose a fine-grained emotion classification method, which ana-
lyzes the subtle differences between emotional categories through Siamese neural networks. We propose to use
multi-scale residual blocks within the network architecture, and alleviate the vanishing gradient problem. This
allows the network to learn more meaningful representations of fidgety speech signal. Finally, the experimental
results show that the proposed method can provide the versatility of modeling, and that fidgety emotion is
well identified. It has great research value in practical applications.

Keywords: residual convolutional neural network; multi-scale neural network; fidgety speech emotion; fine-
grained emotion classification; Siamese neural networks.
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RNN – recurrent neural network,

SEU – Southeast University,

SVM – support vector machine,

USB – Universal Serial Bus,

WAV – Waveform Audio File Format.

1. Introduction

Emotion recognition is a fundamental aspect of
human communication and understanding. It plays
a crucial role in various domains, including psychol-
ogy, human-computer interaction, and social robotics.

Traditional approaches to emotion recognition have
primarily focused on categorical classification (Latif
et al., 2023; Yan et al., 2013), but there is a growing
need for more detailed analysis, especially in capturing
subtle variations and specific types of emotions.

Various feature analysis and modeling algorithms
have been applied to speech emotion recognition, in-
cluding feature normalization, stochastic parameter
optimization, neural networks and Gaussian mixture
models (Jin et al., 2009; 2014; Huang et al., 2009a;
Wang, Tashev, 2017; Lieskovská et al., 2021).
Chen and Huang (2021), proposed to study hybrid
features in speech emotion recognition. Dupuis and
Pichora-Fuller (2014) recommended to study be-
havioural features in emotional speech. Atila and
Şengür (2021) proposed to use the novel convolu-
tional neural network and long-short term memory
network for emotion recognition. In their study, deep
neural network structures were reviewed and studied.
Large amount of data is required for deep learning.

https://acoustics.ippt.pan.pl/index.php/aa/index
mailto:sunjiu@ycit.edu.cn
https://creativecommons.org/licenses/by/4.0/
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Praseetha and Vadivel (2018) also studied deep
learning models. In their studies only basic emotions
were investigated.

Other researchers studied practical problems in
emotion recognition, including text and speaker inde-
pendent emotion recognition, practical types of emo-
tions, cognitive related states, and language specific
emotion models (Huang et al., 2013a; 2013b; 2016;
Wu et al., 2018; Jin et al., 2011; Xu et al., 2014; Zou
et al., 2011).

Zhou et al. (2021) suggested to study a cough
sound event using acoustic features. In their stu-
dy, a Mel-spectrogram was used for feature analy-
sis and a convolutional neural network was used for
modeling. COVID-19 influenced cough sound recogni-
tion has wide potential applications. Atsavasirilert
et al. (2019) proposed to study the computational ef-
ficiency in speech emotion recognition. In their study,
the light weight convolutional neural network was pro-
posed, and the real world challenges in computing re-
sources were given their work has important practi-
cal value. They further studied Mel-spectrograms and
treated the speech signal processing problem as 2-D in-
formation processing. However, in their work, emotion
types were limited.

Emotion recognition is an important field in un-
derstanding human behavior, with traditional machine
learning models and deep neural networks being widely
used for classification. However, limited research has
been conducted on emotions with specific practical val-
ues, such as fidgety emotions, which have unique sig-
nificance.

This research paper addresses the gap in fine-grai-
ned practical speech emotion recognition by provid-
ing a more detailed categorization of emotions. While
the traditional approach considers six main emotional
categories (sadness, joy, anger, disgust, surprise, and
fear), this paper aims to explore emotions with special
practical value, including fidgety emotions. By consid-
ering specific application scenarios, fine-grained sub-
types, and composite types of emotions, this paper of-
fers a comprehensive framework for emotion detection
in practical applications.

Fidgety emotion represents a significant emotional
category distinct from traditional emotion research,
which primarily focuses on basic emotional categories.
Fidgety is a complex emotion with practical value,
playing a crucial role in the realms of learning and cog-
nition. It holds particular significance in influencing
cognitive abilities, behavioral control, and psycholog-
ical stability. While conventional emotion recognition
research extensively explores the six basic emotions,
happiness, anger, surprise, sadness, fear, and disgust,
there has been limited investigation into complex emo-
tions.

Fidgety emotion, characterized by its complexity, is
particularly triggered in repetitive and tedious cogni-

tive tasks, especially during prolonged periods of repet-
itive work. It remains a complex emotion with practical
implications, significantly impacting cognitive abilities,
behavioral control, and psychological stability within
the processes of learning and cognition.

The paper explores the use of a Siamese neural
network architecture, which excels in metric distance
learning, for comparing and classifying fidgety-type
emotions. We further propose to use a 1-D convolu-
tional residual neural network, to improve the Siamese
network structure. By constructing a large number of
phonological features and analyzing group differences,
the model captures individual characteristics and en-
ables precise identification of emotional subcategories.

The empirical prowess of 1-D convolutional net-
works has been well-documented, asserting their
supremacy in diverse time-serial feature extraction and
modeling tasks. Numerous instances have showcased
their state-of-the-art performance in extracting intri-
cate patterns from temporal data streams, such as vi-
bration signal processing, fault detection, and ECG
signal processing (Abdeljaber et al., 2017; Avci
et al., 2018; 2019; Kiranyaz et al., 2019; Xiong et al.,
2017). However, the use of residual shortcut and multi-
scale receptive fields in specific emotion recognition has
not been studied yet.

The proposed approach takes into account the nu-
ances and complexities of fidgety emotions, which have
important practical implications. By providing a more
detailed understanding of these emotions, the research
contributes to the development of effective emotion
recognition systems. Additionally, by considering the
specific contexts and characteristics of fidgety emo-
tions, the proposed framework is tailored to address
their unique practical challenges. This research serves
as a valuable contribution to the field of fine-grained
practical speech emotion recognition, providing in-
sights and techniques for improved detection and un-
derstanding of fidgety emotions.

The key contribution of this research lies in its
practical application of fine-grained fidgety-type emo-
tion recognition using the improved Siamese network
structure. The proposed method demonstrates versa-
tility in modeling emotions across different ages and
genders, showcasing its potential for real-world appli-
cations. The experimental results validate the effective-
ness of the approach, giving promising practical impli-
cations in emotion recognition.

The paper is structured as follows: Sec. 2 provides
an overview of the database used for training and eval-
uation. Section 3 presents the methodology employed
for fine-grained fidgety-type emotion recognition as
a few-shot learner. Section 4 presents the experimental
results obtained from applying the proposed methodo-
logy. Finally, Sec. 5 concludes the paper by summa-
rizing the key findings and discussing the implications
and future directions of the research.
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2. Database

We have employed a local database from Southeast
University (SEU) to validate our method of emotion
recognition (Huang et al., 2009b; 2011; 2014; 2020),
for fidgety-type emotions.

The recording software uses Adobe Audition. Dur-
ing recording, a monaural channel is used. The
recorded speech signals are saved in the WAV (Wave-
form Audio Format) format encoded with PCM (pulse-
code modulation). The recording hardwares include:
one high-performance computer, one M-audio Mo-
bilePre USB sound card, one large-diaphragm con-
denser microphone, and one pair of monitoring head-
phones.

The recording process takes place in a quiet lab-
oratory. After each recording, data verification and
supplementation should be carried out. The recorded
speech files should be manually checked promptly to
eliminate any possible errors that may occur during
the recording process. For example, inspecting and re-
moving segments with signal overload, irregular noises
(such as coughing), and long periods of silence caused
by abnormal pauses. If the recording files have sig-
nificant errors, supplementary recording may be ne-
cessary.

The collected data within this database encom-
passes speech-based emotions of a cognitive nature, en-
compassing emotions such as annoyance, fatigue, con-
fidence, and joy.

For the purpose of this paper, a specific subset of
utterances are chosen from the SEU database. To cap-
ture elicited emotional speech, negative emotions are
induced through mathematical calculation tasks, in-
volving the verbal reporting of calculated results and
recording emotional speech, all conducted in Chinese.
In the experimental dataset, 8 male and 8 female native
Chinese-speaking participants volunteered, with care-
ful selection to ensure gender balance, resulting in 3000
utterances for each gender category. The induction ex-
periment avoided a standardized text, opting for the
emotional speech collection in a natural state, in con-
trast to the scripted nature of a standardized text often
used in acted speech recording. The recorded dataset
comprises 6000 sentences, totaling 18 662 seconds, dis-

Calculation 

& fusion

Emotional 

speech

recording

Listening 

test & coarse

annotation

AHP 

evaluation

Fine-grained 

annotation

Stage one Stage two Stage three Stage four Stage five

Fig. 1. Flow chart of the fine-grained annotation for emotional speech.

tributed across 2000 samples for fidgetiness, 2000 for
happiness, and an additional 2000 for a neutral emo-
tional state, forming a comprehensive subset of 6000
samples.

In addition to utilizing the SEU database for our
research on speech emotion recognition, we have under-
taken the task of manual annotation to achieve a fine-
grained level of more detailed emotion types, as shown
in Fig. 1. This meticulous process adds significant value
to our research problem. By annotating the data our-
selves, we ensure a comprehensive and nuanced un-
derstanding of the emotions expressed in the speech
samples. This granular approach enables us to cap-
ture subtle variations and nuances within emotions,
contributing to a more accurate and comprehensive
analysis. The annotators are carefully selected with
a background in psychology study and proper train-
ing of emotion utterance annotation. The annotation
results are cross confirmed. We adopted a multiple an-
notation approach with a voting strategy.

The five fidgety levels are divided into five cate-
gories based on the general discriminative ability of
human annotators, using ratings of 1, 3, 5, 7, and 9.
Different intensity levels are assigned based on the
strength of emotions. This annotation is employed to
distinguish fine-grained emotional intensities, facilitat-
ing supervised learning to differentiate between specific
emotional nuances.

3. Methodology

3.1. Few-shot fine-grained fidgety-type emotion

recognition

Fine-grained fidgety-type emotion recognition
refers to the accurate detection and classification of
subtle variations in emotions, particularly those ex-
pressed through fidgety behavior. Few-shot learning
is a machine learning approach that can generalize
from a small number of training examples, which is
crucial for emotion recognition tasks where obtaining
large labeled datasets is challenging.

In our paper, a few-shot learning framework is ap-
plied to fine-grained fidgety-type emotion recognition.
The paper introduces the concept of a Siamese neural
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network, which is well-suited for metric distance learn-
ing. The Siamese network compares the input samples
with templates and learns to measure the similarity or
dissimilarity between them, as shown in Fig. 2.

Sub-category features

Residual block

Residual block

Residual block

Residual block

Residual block

F1

Sub-category individual features

Residual block

Residual block

Residual block

Residual block

Residual block

F2

Fig. 2. Siamese network for fine-grained fidgety-type emo-
tion recognition.

The novelty of the proposed solution lies in the uti-
lization of the Siamese network as a few-shot learner.
By leveraging this architecture, the model can effec-
tively learn to recognize and classify fidgety-type emo-
tions, even with limited training data. The Siamese
network ability to learn meaningful representations of
emotional features, combined with the few-shot learn-
ing approach, enhances the accuracy of fine-grained
identification.

By constructing a large number of phonological fea-
tures, analyzing group differences, and utilizing resid-
ual connections to address the vanishing gradient prob-
lem, the proposed method in the paper achieves a fine-
grained emotion classification. This approach allows
for the precise analysis of subtle differences between
emotional categories. The experimental results demon-
strate the versatility of the proposed method, high-
lighting its potential for practical applications in emo-
tion recognition tasks involving fidgety speech.

First, we generate pairs of emotional samples, di-
vided into positive and negative matches, and when we
collect a small number of fidgety emotional types of
specific speakers, we randomly select samples that are
not sub-category and pair them to produce a negative
training dataset. It is necessary to focus on the gener-
ation of negative sample pairs of similar sub-categories
to improve fine-grained identification.

Within this system, we have incorporated a speaker
recognition module that utilizes MFCC features with
an i-vector approach. The i-vector approach is a com-
monly used technique in speaker recognition. It is a sta-
tistical modeling method that represents speaker char-

acteristics using a low-dimensional fixed-length vector
called the i-vector. This module enables fine-grained
matching of fidgety subcategories, specifically within
the sample range of individual speakers. The goal is to
enhance the accuracy of fine-grained identification.

Not all components of the output contribute
equally to the comparison process of the Siamese net-
work outputs. As a result, we have implemented a fully
connected layer that takes the outputs of the two sub-
networks and generates the final classification output.

3.2. Improved Siamese network based on multi-scale

residual network

In the realm of fine-grained modeling and recog-
nition, our proposed incorporation of “multi-scale” ar-
chitectures with various receptive fields is a promising
avenue. This approach allows for a more intricate un-
derstanding of intricate details within data. Alongside
this, the fusion of few-shot learning principles with dis-
tance learning methodologies has proven to be a potent
combination in the pursuit of enhancing recognition
capabilities.

In a typical Siamese network, we have two identi-
cal subnetworks that process input examples indepen-
dently and produce fixed-length embeddings. These
embeddings are then compared to determine their sim-
ilarity or dissimilarity. In an improved Siamese net-
work, to enhance the network’s performance, we can
incorporate residual connections within each subnet-
work.

3.2.1. 1-D Convolution

1-D convolution is a fundamental operation in sig-
nal processing and data analysis, particularly for an-
alyzing time-series signals. It involves combining two
input signals to produce an output signal by sliding one
signal (known as the kernel or filter) over the other, el-
ement by element, and computing the sum of element-
wise products at each step. This operation is often used
for various tasks such as feature extraction, filtering,
and pattern recognition within time-series data.

The input speech signal is denoted as x[n]. The
convolution kernel is denoted as h[k].

Sliding operation: the convolution operation in-
volves sliding the kernel over the input signal. At each
step, the kernel is aligned with a portion of the input
signal, and an element-wise multiplication is performed
between the kernel and the overlapping portion of the
input signal.

The convolution operation at a given time index n

is calculated by sliding the kernel h[k] over the speech
signal x[n] and performing the element-wise multipli-
cation followed by summation, as shown in Eq. (1):

y[n] = ∞∑
k=−∞

x[n − k] ⋅ h[k]. (1)
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In practice, the summation is limited to the valid
range of k where both x[n − k] and h[k] are defined.

The resulting convolved signal y[n] is obtained by
performing the above convolution operation for each
time index n, as shown in Eq. (2):

y[n] = ∞∑
k=−∞

x[n − k] ⋅ h[k] for all n. (2)

One of the primary applications of 1-D convolution
in time-series analysis is feature extraction and filter-
ing. Using compact 1-D convolution we can highlight
specific patterns and features within the fidgety speech
signal.

3.2.2. Multi-scale residual convolution

Let us consider a specific layer, denoted as the
layer L. The output of the layer L can be represented
as HL(x), where x is the input to that layer. To
introduce a residual connection, we define the resid-
ual function RL(x), which captures the difference be-
tween the input and output of the layer L. The output
of the layer L with the residual connection, denoted as
FL(x), is given by:

FL(x) =HL(x) +RL(x), (3)

where FL(x) represents the desired output of the
layer L. By adding the residual function RL(x) to
the input x, we allow the network to learn the resid-
ual mapping.

The residual function RL(x) can be defined as:

RL(x) =WL ⋅ x, (4)
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Fig. 3. Proposed multi-scale residual Siamese network structure.

where WL represents the weights of the residual con-
nection, which are learned during the training process.
Multiplying the input x by WL allows the network
to capture the residual information that needs to be
added to the output.

With the addition of residual connections, the out-
put of layer L + 1 can be expressed as:

HL+1(FL(x)) =HL+1(HL(x) +RL(x)). (5)

Convolutional kernels of different scales can extract
features of varying precision, with smaller kernels cap-
turing finer details. If a single layer uses only kernels
of the same scale, it may overlook features of other
precisions, resulting in incomplete information being
represented by the extracted features. Consequently,
we have designed three distinct resolutions for feature
extraction, as illustrated in Fig. 3.

By incorporating residual connections in this man-
ner, the gradient can flow directly from the output of
a layer to its input, facilitating the flow of gradients
during training. This alleviates the vanishing gradient
problem and enables the network to learn more mean-
ingful representations.

In the improved Siamese network, multiple resid-
ual connections can be added at different layers. By
utilizing residual connections, the improved Siamese
network can effectively learn complex patterns and re-
lationships in the input data, leading to better simi-
larity or distance measurements and improved perfor-
mance in fine-grained emotion recognition. The over-
all framework is shown in Fig. 4.

Our innovative approach to the fine-grained fidgety
emotion recognition challenge involves the utilization
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Fig. 4. Metric learning using speaker instances as few-shot learning.

of a 1-D convolutional residual neural network, strate-
gically designed to augment the traditional Siamese
network. The integration of residual blocks within this
framework plays a pivotal role in enhancing conver-
gence during the training process. By capitalizing on
the inherent advantages of 1-D convolutions, particu-
larly their proficiency in processing time-serial signals,
our architecture demonstrates remarkable potential.

3.3. Training samples generation

Let S be a speech sample, Cfid be the main cate-
gory of the fidgety emotion, and c

j
fid be the subcategory

of the fidgety emotion within the main category. The
method for generating positive and negative sample
pairs is as follows:

S1 ∈ Cfid, (6)

S2 ∉ Cfid. (7)

Neg_coarse = {S1, S2} forms a negative sample
pair:

S1 ∈ c
j
fid, (8)

S2 ∈ c
k
fid, (9)

j ≠ k. (10)

Neg_fine = {S1, S2} forms a negative sample pair,
representing samples that require fine-grained distinc-
tion. Neg_fine ∶ Neg_coarse > 3 ∶ 1 This ensures that
the model has a higher resolution for fine-grained sam-
ples:

S1 ∈ c
j
fid, (11)

S2 ∈ c
j
fid. (12)

Pos = {S1, S2} forms a positive sample pair, used
to supervise the output results of the Siamese network.
The distance between samples in the same fine-grained
subclass should be relatively close.

4. Experimental results

4.1. Experimental data

In our experiments on speech emotion recognition,
we have recognized the critical role of the emotion cor-
pus. While basic emotion types have received consid-
erable attention, the study of emotions with practical
value remains insufficient. Particularly, the scarcity of
negative practical emotions in existing databases poses
a challenge. Therefore, we have made a deliberate de-
cision to exclusively employ the SEU database for our
research. Unlike other databases that predominantly
focus on basic or positive emotions within ordinary
settings, the SEU database offers a unique advantage
by providing a comprehensive collection of practical
emotions, including the elusive fidgety-type emotion.
This strategic selection enables us to delve deeper into
understanding and accurately recognizing the nuanced
emotions encountered in real-world scenarios.

4.2. Models comparison

In this research study, we aim to investigate
the effectiveness of the proposed multi-scale residual
Siamese network for fine-grained fidgety-type emotion
recognition. We compare it against four other classi-
fiers: baseline Siamese network, LSTM, support vector
machine (SVM), and Gaussian mixture model (GMM).

The baseline Siamese network is a deep neural net-
work architecture that learns to measure similarity be-
tween input samples. It consists of two identical sub-
networks that share weights, enabling it to compute
a similarity metric between two inputs. The residual
Siamese network builds upon this architecture by in-
corporating residual connections, which help alleviate
the vanishing gradient problem and enable easier op-
timization.

Long short-term memory (LSTM) is a widely used
recurrent neural network (RNN) architecture that
has shown remarkable success in various sequence-
based tasks, including natural language processing and
speech recognition. Unlike traditional RNNs, LSTM
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incorporates specialized memory cells that can capture
and retain information over long periods. This unique
characteristic enables LSTM to effectively learn and
model complex temporal dependencies in sequences.

SVM is a supervised machine learning algorithm
used for classification tasks. It aims to find an optimal
hyperplane that maximally separates different classes
in the feature space. SVMs are known for their ability
to handle high-dimensional data and work well when
there is a clear margin of separation between classes.

GMM is a probabilistic model that represents the
distribution of data points as a mixture of Gaus-
sian distributions. It can capture complex data pat-
terns by estimating the parameters of Gaussian com-
ponents. GMMs are versatile and can handle a wide
range of data distributions, making them suitable for
modeling fine-grained emotions.

4.3. Parameter settings

For the Siamese networks, we use a learning rate of
0.001, batch size of 32, and training for a fixed num-
ber of epochs (100). For training the LSTM model,
the chosen parameter setting was a learning rate of
0.001, a batch size of 64, training for approximately
50 epochs. SVM parameter settings: C = 1, kernel
= radial basis function (RBF), gamma = 0.1. GMM
parameter settings: number of Gaussian components
= 12, mean and covariance initialization based on data,
maximum number of iterations = 100.

“Epoch” refers to a single pass through the en-
tire training dataset, and it is used to optimize the
model’s parameters by adjusting them based on the ac-
cumulated error to improve overall performance dur-
ing training. “Learning rate” in the context of machine
learning is a hyperparameter that determines the size
of the steps taken during the optimization process,
influencing how quickly or slowly a model converges
to the optimal set of parameters. “Batch size” refers to
the number of training examples utilized in one iter-
ation, influencing the efficiency of model training and
the amount of computational resources required.

The training-to-validation-to-testing ratio is 6:1:3,
totaling 6000 samples. Training dataset consists of
3600 utterances; validation dataset consists of 600 ut-
terances; testing dataset consists of 1800 utterances.

Table 1. Confusion matrix for fine-grained fidgety-type emotion recognition using multi-scale residual Siamese network.

Actual emotion
Predicted emotion

Fidgety level 1 Fidgety level 2 Fidgety level 3 Fidgety level 4 Fidgety level 5 Neutral

Fidgety level 1 80.1 8.4 4.5 3.5 1.0 2.5

Fidgety level 2 7.5 81.9 3.5 0.8 1.2 5.1

Fidgety level 3 3.9 6.1 75.2 5.0 2.5 7.3

Fidgety level 4 2.5 5.5 6.0 77.8 4.0 4.2

Fidgety level 5 1.8 2.2 8.0 7.5 75.1 5.4

Neutral 1.5 2.1 2.1 3.9 3.1 87.3

In the experimental process of comparing mod-
els, we utilized different parameters to obtain the
empirically optimal performance for each model. For
example, we conducted a search for SVM parameters
to set the optimal values. We compared different kernel
functions, including RBF, linear, and polynomial, and
the results indicated that RBF performed the best.
We optimized the values of C and gamma through the
grid search. For GMM, we experimented with different
values for the number of mixture components (4, 12,
16, 24) and employed a diagonal matrix initialization
method to optimize the empirically best results for the
model. In the case of LSTM, we compared different
optimizers, with Adam yielding the best results.
We conducted a search for different learning rates,
selecting the empirically optimal learning rate based
on F1 scores.

The purpose of comparing these models is to eval-
uate the efficacy of the proposed multi-scale residual
Siamese network for fine-grained fidgety-type emotion
recognition. By contrasting its performance with other
established classifiers, such as the baseline Siamese
network, LSTM, SVM, and GMM, we can determine
whether the additional architectural enhancements of
the residual Siamese network yield improved accuracy
and robustness in recognizing fine-grained emotions
characterized by fidgety behaviors.

4.4. Results

In our experiment, we adopt the confusion matrix
as a crucial tool for evaluating and comparing different
emotion recognition models. As show in Tables 1–5,
the confusion matrix provides a comprehensive sum-
mary of the models’ predictions, enabling us to analyze
the true positives, true negatives, false positives, and
false negatives in classifying emotions. By utilizing the
confusion matrix, we can gain insights into the per-
formance of each model in accurately recognizing and
classifying different emotions. This evaluation allows
us to compare the effectiveness of various models and
make informed decisions regarding their suitability for
emotion recognition tasks.

As shown in Fig. 5, we compared various popular
machine learning models to gain insights into their per-
formance and effectiveness in our study. By examining
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Table 2. Confusion matrix for fine-grained fidgety-type emotion recognition using baseline Siamese network.

Actual emotion
Predicted emotion

Fidgety level 1 Fidgety level 2 Fidgety level 3 Fidgety level 4 Fidgety level 5 Neutral

Fidgety level 1 72.7 10.4 6.3 3.1 4.5 2.0

Fidgety level 2 4.7 77.1 6.0 5.5 5.4 1.3

Fidgety level 3 5.8 8.0 70.2 6.4 4.5 5.1

Fidgety level 4 3.4 3.7 0.3 74.8 11.3 6.5

Fidgety level 5 4.5 3.3 7.9 8.5 70.3 5.5

Neutral 1.1 3.4 2.3 4.4 8.4 80.4

Table 3. Confusion matrix for fine-grained fidgety-type emotion recognition using LSTM.

Actual emotion
Predicted emotion

Fidgety level 1 Fidgety level 2 Fidgety level 3 Fidgety level 4 Fidgety level 5 Neutral

Fidgety level 1 70.1 8.6 8.2 7.1 1.2 4.8

Fidgety level 2 8.6 75.2 2.4 4.4 7.4 2.0

Fidgety level 3 6.5 7.4 64.9 7.4 6.3 3.5

Fidgety level 4 5.7 7.4 5.3 70.3 6.5 4.8

Fidgety level 5 6.3 6.3 5.2 7.8 64.8 9.6

Neutral 7.8 6.4 3.7 3.3 3.7 75.1

Table 4. Confusion matrix for fine-grained fidgety-type emotion recognition using SVM.

Actual emotion
Predicted emotion

Fidgety level 1 Fidgety level 2 Fidgety level 3 Fidgety level 4 Fidgety level 5 Neutral

Fidgety level 1 77.2 4.7 6.3 4.5 3.7 3.6

Fidgety level 2 8.3 75.4 7.4 6.3 2.1 0.5

Fidgety level 3 3.2 10.9 66.8 8.4 8.4 2.3

Fidgety level 4 4.6 8.6 7.3 70.1 5.5 3.9

Fidgety level 5 3.3 1.4 5.6 7.5 71.4 10.8

Neutral 6.4 4.5 2.4 3.3 3.1 80.3

Table 5. Confusion matrix for fine-grained fidgety-type emotion recognition using GMM.

Actual emotion
Predicted emotion

Fidgety level 1 Fidgety level 2 Fidgety level 3 Fidgety level 4 Fidgety level 5 Neutral

Fidgety level 1 70.2 7.3 6.3 5.5 3.1 7.6

Fidgety level 2 7.4 77.9 6.2 3.9 2.4 2.2

Fidgety level 3 7.8 8.4 70.8 7.9 3.4 1.7

Fidgety level 4 1.7 8.9 8.4 69.1 6.9 5.0

Fidgety level 5 4.1 1.9 7.3 7.4 70.9 8.4

Neutral 9.8 2.3 5.8 4.5 2.4 75.2
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Fig. 5. Comparison among various modeling algorithms
for averaged recognition rates.

and comparing the different curves generated by these
models, we were able to assess their recognition rates
and classification accuracy for the task at hand.
This comparative analysis allowed us to evaluate the
strengths and weaknesses of each model, identify areas
of specialization, and uncover potential limitations.

From the experimental results, we can see that vari-
ous modeling algorithms exhibit distinctive recognition
rates for different fine-grained emotions.

Siamese network: the Siamese network exhibits
moderate recognition rates across all fine-grained emo-
tions, ranging from 70.2 % to 80.4 %. It achieves rela-
tively higher rates for fidgety level 1 and fidgety level 2
compared to the other emotions.
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Multi-scale residual Siamese network: the resid-
ual Siamese network demonstrates consistent perfor-
mance, with recognition rates ranging from 75.1 % to
87.3 %. It achieves higher rates for fidgety level 1, fid-
gety level 2, and neutral emotions, indicating its effec-
tiveness in recognizing these categories.

LSTM: the LSTM model showcases relatively lower
recognition rates, ranging from 64.8 % to 75.2 %.
It may require a much larger training database to
capture the subtle distinctions between fine-grained
emotions, resulting in slightly lower overall perfor-
mance.

SVM: the SVM model demonstrates varied recog-
nition rates, ranging from 66.8 % to 80.3 %. It per-
forms relatively well for fidgety level 1 and fidgety le-
vel 2 emotions, but its performance drops for fidgety
level 3 and fidgety level 4.

GMM: the GMM model achieves recognition rates
ranging from 69.1 % to 77.9 %. It displays relatively
lower rates compared to other models, particularly for
fidgety level 1, fidgety level 3, and fidgety level 4 emo-
tions.

Overall, the multi-scale 1-D residual Siamese net-
work stands out with the highest recognition rates
across various fine-grained emotions. The Siamese net-
work and SVM models perform reasonably well, but
their rates are slightly lower compared to the residual
Siamese network. The LSTM and GMM models ex-
hibit comparatively lower recognition rates, indicating
the need for further improvement in capturing fine-
grained emotional nuances.

4.5. Discussions

The advantages of the multi-scale residual Siamese
network lie in its ability to enhance the model depth
and, consequently, improve representation capability
by introducing residual results. The use of the Siamese
network structure enables fine-grained differentiation
of emotion categories. However, its drawback is its re-
liance on a substantial amount of data for training,
making it highly data-dependent.

The baseline Siamese network excels in distinguish-
ing subtle differences between different emotions but
lacks the introduction of residual structures, leaving
room for improvement in representation capability.

LSTM’s strength lies in its structure, which is con-
ducive to modeling time series data. However, its com-
putational complexity and convergence in modeling
may not always achieve ideal results, especially under
conditions of limited objective data.

SVM exhibits strong discriminative power under
small-sample conditions, but it lacks the ability for au-
tomatic representation learning, making it challenging
to fully exploit the value of training data.

GMM’s advantage lies in its strong fitting capabil-
ity and ability to model arbitrary feature distributions.

However, this is contingent upon having sufficient and
diverse data coverage, resulting in a high dependence
on data.

The performance of a model is influenced by the
characteristics of different input data because the sta-
tistical machine learning approach is inherently depen-
dent on data. To address this challenge, a strategy is to
separate training, validation, and testing data. This al-
lows for objective and reasonable testing on an unseen
test set, effectively demonstrating the model’s general-
ization ability.

The multi-scale residual Siamese network proposed
by us exhibits high reliability and stability. This is en-
sured through the separation of our testing, validation,
and training sets. Experimental results indicate that
its recognition performance surpasses that of other tra-
ditional models.

To substantiate the efficacy of our proposed model,
we conducted a comprehensive comparative analysis.
Our proposed network was meticulously pitted against
the traditional Siamese network, as well as other
prominent machine learning algorithms. Through rig-
orous experimentation and meticulous evaluation, our
results unveil the prowess of our approach, demon-
strating its superior performance in the realm of fine-
grained fidgety-type emotions modeling and recogni-
tion tasks. This novel fusion of multi-scale architectu-
res, few-shot learning, and distance learning principles,
bolstered by the advancements of 1-D convolutional
residual neural networks, introduces a pioneering stride
towards unraveling the complexities of intricate data
domains.

5. Conclusions

This paper focuses on the practical application of
fidgety speech emotion recognition. Our contributions
are centered around the development of phonological
features and the implementation of a meticulous emo-
tion classification method that utilizes Siamese neural
networks with residual connections.

To enhance the precision of emotion classification,
we have introduced a meticulous approach employ-
ing Siamese neural networks. By integrating residual
connections, we have effectively addressed the chal-
lenge of the vanishing gradient, enabling the network
to acquire more meaningful representations of fidgety
speech emotions.

Experimental results have demonstrated the effi-
cacy and adaptability of our approach, as we have
successfully achieved accurate identification of fidgety
emotions. Our proposed approach exhibits significant
potential for practical applications and lays the foun-
dation for further advancements in this field.

In future endeavors, it would be valuable to ex-
plore the integration of contextual information, such
as situational cues and temporal dynamics, in order to
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enhance both the accuracy and contextual comprehen-
sion of fidgety speech emotion recognition.
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Mismatch negativity (MMN) essentially reflects auditory change detection. Although auditory change de-
tection can potentially be assessed through behavioral auditory testing methods, the increased reliability of
objective methods, such as MMN, makes them more valuable. The aim of this study was to detect and com-
pare the intensity just noticeable difference using the MMN and a behavioral method. The level at which the
intensity difference between the frequent stimulus and the infrequent stimulus was the lowest and the MMN
wave elicited was accepted as the MMN threshold. A total of 60 subjects, 30 females (mean age 21.70, SD =
1.91 years) and 30 males (mean age 22.77, SD = 3.01), aged 20–30 years, were included in the study. In the
whole sample, a significant difference was found between MMN thresholds obtained from the right ear side and
MMN thresholds obtained from the left ear side, regardless of sex (p < 0.05). In the comparison of the values
obtained using the behavioral method and MMN, no significant difference was found for either the right or the
left side in both sexes (p > 0.05). The results showed that the values determined by the behavioral method and
MMN on both the right and left ear sides were similar in both sexes.

Keywords: behavioral measurement; intensity just noticeable difference; auditory discrimination; mismatch
negativity; loudness discrimination.
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1. Introduction

There are challenges in behavioral measurement
methods, such as understanding the task, maintaining
attention on the task ,and changes in motivation. For
this reason, research is needed to determine whether
auditory evoked potentials can be an alternative to be-
havioral measurement methods. Studies conducted in
this context have shown that methods using auditory
evoked potentials provide objective and reliable find-
ings when measuring central auditory processing abil-
ities, such as auditory discrimination (Harris et al.,
2007). The mismatch negativity (MMN) is an objective
and electrophysiological measurement that reflects the

neural encoding of the dissonance occurring when in-
frequent stimuli with different physical properties are
presented against information stored in sensory mem-
ory, where the physical properties of frequent stimuli
are stored (Johnson et al., 2021; Pakarinen et al.,
2007; Sendesen et al., 2022). Acoustic parameters that
are changed for infrequent stimuli include frequency,
intensity, location, and duration (Rao et al., 2020).

Intensity is the most fundamental property of an
auditory signal. It influences a multitude of functions,
from sound source localization to the neural process-
ing of the signal (Recanzone, Beckerman, 2004).
It has been reported that central auditory processing
regions play a role in intensity discrimination indepen-
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dent of performance (Belin et al., 1998; Bench, 1969).
There are studies suggesting that the coding of loud-
ness in the central auditory system may be based on
the firing rate of afferent neurons (Maslin et al., 2015).
Therefore, it is valuable to measure intensity discrimi-
nation performance using auditory evoked late latency
responses, which bring us closer to the central audi-
tory system, and to examine the compatibility of these
results with behavioral measures. In our review of the
literature, we found that loudness discrimination per-
formance has been investigated using objective meth-
ods (Harris et al., 2007; He et al., 2012). However, in
our study, we specifically investigated and compared
the smallest level of intensity that we can discriminate
using MMN and behavioral methods.

The MMN serves as an auditory processing index
(Rana et al., 2022). It has been proposed that MMN
responses arise in the primary and secondary audi-
tory cortices, as well as the frontal cortex (Bonetti
et al., 2018). Reports indicate sexual dimorphism in
the auditory cortex (Berchicci et al., 2021). Sexual
dimorphism is known to impact event-related poten-
tial (ERP) results (Berchicci et al., 2021; Ikezawa
et al., 2008). Dimorphic effects on ERPs are typically
analyzed through comparisons of latency and ampli-
tude (Nagy et al., 2003). No previous studies have
compared male and female responses to MMN stim-
uli with minimal reductions (1 dB) in the difference
between frequent and infrequent stimuli. Therefore,
we conducted a study examining the smallest inten-
sity difference (i.e., the difference in intensity level be-
tween frequent and infrequent stimuli) occurring dur-
ing MMN and compared it between both sexes.

Previous studies investigated the intensity differ-
ence using MMN and compared it to the behavioral
method, but the intensity change was not made in
small steps as in our study (Näätänen et al., 2004;
O’Reilly, 2021; Pakarinen et al., 2007; Rinne et al.,
2006). In our study, we aim to identify the lowest possi-
ble intensity difference that can produce MMN. There-
fore, we examine changes in intensity in smaller steps
(1 dB) to detect thresholds.

The primary aim of this study is to investigate
whether MMN is a valid tool for assessing intensity
just noticeable difference (intensity JND). Our main
hypothesis is that MMN can be used as an objective
tool for intensity JND. In addition to the primary aim,
it is of interest to determine whether there is a signifi-
cant difference between men and women in the values
of the smallest intensity change that can be detected
both electrophysiologically and behaviorally.

2. Method

This study was approved by the Üsküdar Univer-
sity Ethics Committee (61351342/February 2021-33).
Young adults with normal hearing, aged of 20–30 years,

were selected based on otoscopic examination, au-
diometric evaluations (Mehta, Oxenham, 2018; Wi-
ley et al., 1987), tympanometric examination (Mis-
hra et al., 2021), acoustic reflex thresholds (Wiley
et al., 1987), and distortion product otoacoustic emis-
sion (Harris, 1990) among all volunteers. A total of
60 normal-hearing participants were included in our
study (30 women – mean age 21.70, SD = 1.91, and
30 men – mean age 22.77, SD = 3.01), first enrolled in
the MMN session, followed by the behavioral session.

The MMN was recorded with the Eclipse system
by the Interacoustic device to detect the minimum
amount of change in intensity. Stimuli were presented
in a traditional oddball paradigm. The infrequent stim-
ulus was set to differ only in intensity from the frequent
stimulus, and all other parameters remained the same.
The stimulus parameters are demonstrated in Table 1.
A sampling number of 200 was used for each measure-
ment. The wave with the most negative peak occurring
150 ms–250 ms after the onset of the stimulus was ac-
cepted as the MMN. MMN amplitudes were calculated
by placing one reference cursor on the positive peak of
the preceding wave and the other on the MMN trough.

Table 1. Stimulus parameters.

Frequency 1000 Hz tone burst

Time 70 ms (10–50–10)

Rate 0.7 Hz

Polarity Rarefaction

Gain ±80 µV

High pass filter 1.0 Hz (6 dB/oct)

Low pass filter 100 Hz

Frequent stimulus rate 80 %

Infrequent stimulus rate 20 %

Stop criteria/number of stimuli 100

Reject rate <20 %

Impedance 2 kΩ–3 kΩ

In the study, the frequent stimulus was set at 60 dB
nHL for a comfortable audible level. The infrequent
stimulus was presented with 1 dB decrements, start-
ing from 70 dB nHL (+10 dB), 69 dB nHL (+9 dB), ...,
66 dB nHL (+6 dB), 65 dB nHL (+5 dB), ..., 61 dB
nHL(+1 dB), up to the final level at which the MMN
wave could be elicited. In order to ensure the reli-
ability of the waveform, two measurements were taken.
Specifically, if the MMN waveform was elicited again
in the second measurement, the wave was considered
reliable. The level at which the intensity difference be-
tween the frequent stimulus and the infrequent stim-
ulus was the lowest and the MMN wave was elicited
again was accepted as the MMN threshold, represent-
ing the intensity JND that the participants could ob-
jectively detect.

The areas on the head where the electrodes were
to be placed were cleaned and the reference electrodes
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were placed on the right and left mastoids, the active
electrode on the hairline (Fz), and the ground electrode
on the middle region of the forehead (Fpz).

Stimuli were presented unilaterally with 3M E-A-R
tone insert earphones. Participants were seated in
a chair with their eyes open and were instructed not to
pay attention to the stimulus. Instead, they were asked
to count from 100 to 0 is steps of 3 (e.g., 100–97–
94, ...). Since ocular monitorization was not available
in the clinic, participants were asked not to move their
eyes as much as possible to keep the reject rate low.

Behavioral measurements were conducted in the
silent cabin where the audiological evaluation was
made. Pairs of stimuli, each with a length of 500 ms
and a frequency of 1000 Hz, were presented to the par-
ticipants. They were asked to indicate the pairs as “dif-
ferent” or “the same” in terms of their intensity. The
intensities of the stimuli were sent in such a way that
the difference between them was high at the begin-
ning, so that individuals could adapt to the experi-
ment. The differences were then gradually decreased,
as in the MMN protocol.

The pairs of stimuli were first sent as 60 dB HL–
70 dB HL, 60 dB HL–69 dB HL, ..., 60 dB HL–66 dB
HL, 60 dB HL–65 dB HL, ..., 60 dB HL–61 dB HL,
with the first stimulus remaining constant and the sec-
ond stimulus was decreased in 1 dB steps. The behav-
ioral threshold, which represented the intensity JND
that participants could detect, was defined as 1 dB
above the level at which participants identified the
pairs as the same.

Stimuli used in both electrophysiological and be-
havioral tests were presented monaurally and the two
ear sides were tested separately.

2.1. Statistical analysis

IBM SPSS Statistics (v.25) was used in all statis-
tical analyses. The Mann–Whitney U -test was used to
compare numerical measurements based on sex, and
the Wilcoxon signed-rank test was used for compar-
isons between the ear sides of the same individuals. The
level of significance was set at α = 0.05. Correlation
analyses were conducted to examine the relationship
between electrophysiological thresholds and behavioral
threshold measures. Pearson correlation analysis was
used for normally distributed data, and Spearman cor-
relation analysis was used for non-normally distributed
data. The significance value was accepted as p < 0.05.
Correlation analyses were evaluated according to the
classification proposed by Evans (1996).

3. Results

According to the MMN test, the mean amplitude
value obtained from the right ear side was 2.92 µV
(SD = 1.34), the mean latency value was 223.37 msn

(SD = 35.57), the mean amplitude value obtained from
the left ear side was 2.95 µV (SD = 1.37), and the mean
latency value was 211.77 msn (SD = 32.49).

There was no significant difference between women
(mean = 2.91 µV, SD = 1.26) and men (mean =
2.93 µV, SD= 1.43) in terms of MMN amplitude val-
ues obtained from the right side (p = 0.988). Likewise,
there was no significant difference between women
(mean = 220.46 msn, SD = 39.79) and men (mean =
226.26 msn, SD = 31.20) in terms of MMN latency
values obtained from the right side (p = 0.871). Fur-
thermore, there was no significant difference between
women (mean = 2.91 µV, SD = 1.26) and men (mean =
2.93 µV, SD = 1.43) in terms of MMN amplitude values
obtained from the left side (p = 0.988). Moreover, there
was no significant difference between women (mean =
213.33 msn, SD = 36.83) and men (mean = 210.20 msn,
SD = 28.03) in terms of MMN latency values obtained
from the left side (p = 0.790).

When the MMN threshold values were compared
between the right and left sides, the values obtained
from the right side (mean = 5.41 dB, SD = 1.75) were
significantly lower than those from the left side (mean= 5.88 dB, SD = 1.77) (p < 0.01).

When the behavioral threshold values were com-
pared between the right and left sides, no signifi-
cant difference was found between the values obtained
from the right side (mean = 5.70 dB, SD = 2.05) and
those from the left side (mean = 5.80 dB, SD = 2.04)
(p = 0.635).

When the MMN threshold values were compared
between the sexes, there was no significant difference
between women (mean = 5.26 dB, SD = 1.85) and men
(mean = 5.56 dB, SD = 1.67) on the right side (p =
0.514). Likewise, no significant difference was found
on the left side between women (mean = 5.66 dB, SD= 1.72) and men (6.10 dB, SD = 1.82), (p = 0.349). In
the comparison of the behavioral threshold values by
sex, there was no significant difference on the right side
between women (mean = 5.83 dB, SD = 2.29) and men
(mean = 5.56 dB, SD = 1.81), (p = 0.619). Likewise, no
significant difference was found on the left side between
women (mean = 6.03 dB, SD = 2.39) and men (mean= 5.56 dB, SD = 1.61), (p = 0.380).

Furthermore, there was no significant difference be-
tween the MMN threshold (mean = 5.41 dB, SD = 1.75)
and the behavioral threshold (mean = 5.70 dB, SD =
2.05) values obtained from the right side (p = 0.359).
Likewise, there was no significant difference between
the MMN threshold (mean = 5.88 dB, SD = 1.77)
and the behavioral threshold (mean = 5.80 dB, SD =
2.04) values obtained from the left side (p = 0.502)
(Fig. 1).

An exploratory analysis was performed due to the
observation of a majority of perceptible values above
5 dB when the data were collected. The results ob-
tained from the right side showed that the behav-
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Fig. 1. Comparison of behavioral threshold
and MMN threshold.

ioral thresholds (mean = 7.56 dB, SD = 1.50) were
significantly higher than the MMN thresholds (mean= 5.25 dB, SD = 1.29) in women with a behavioral
threshold above 5 dB on their right side (p < 0.05).
Likewise, the behavioral thresholds (mean = 7.70 dB,
SD = 1.56) were significantly higher than the MMN
thresholds (mean = 6.00 dB, SD = 1.41) in men with
a behavioral threshold above 5 dB on their right side
(p < 0.01) (Table 2).

Table 2. Comparison of MMN and behavioral threshold val-
ues in male and female participants with behavioral thresh-

old above 5 dB on the right side.

Sex Threshold n Mean SD Z P 1

Women
Behavioral threshold 16 7.56 1.50 −2.44 0.014∗

MMN threshold 16 5.25 1.29

Men
Behavioral threshold 10 7.70 1.56 −3.15 0.002∗∗

MMN threshold 10 6.00 1.41
1 Wilcoxon test; ∗ p < 0.05; ∗∗ p < 0.01.

Moreover, the results obtained from the left side
showed that no significant difference was found be-
tween the behavioral thresholds (mean = 7.20 dB, SD= 1.93) and the MMN thresholds (mean = 7.00 dB,
SD = 1.25) in women with a behavioral threshold above
5 dB on their left side (p = 0.587). However, the results
obtained from the left side indicated that the behav-
ioral thresholds (mean = 7.20 dB, SD = 1.93) were sig-
nificantly higher than the MMN thresholds (mean =
5.70 dB, SD = 1.68) in men with a behavioral threshold
above 5 dB on their right side (p < 0.05) (see Table 3).

Table 3. Comparison of MMN and behavioral threshold val-
ues in male and female participants with behavioral thresh-

old above 5 dB on the left side.

Sex Threshold n Mean SD Z P 1

Women
Behavioral threshold 20 6.80 1.14 −0.54 0.587

MMN threshold 20 7.00 1.25

Men
Behavioral threshold 15 7.20 1.93 −2.35 0.018∗

MMN threshold 15 5.70 1.68
1 Wilcoxon test; ∗ p < 0.05.

As a result of the correlation analysis, on the
right side, no significant correlation was found between

MMN thresholds and behavioral thresholds in all par-
ticipants (p = 0.509); however, on the left side, a signifi-
cant but weak correlation was observed between MMN
thresholds and behavioral thresholds in all participants
(r = 0.259, p = 0.044).

4. Discussion

In our study, the mean behavioral threshold was
5.7 dB (SD = 2.05) for the right side and 5.8 dB (SD= 2.04) for the left side. The threshold values obtained
for the right and the left sides were similar. When we
look at the studies in the literature investigating in-
tensity discrimination using behavioral measures, it is
observed that the intensity JND is between 3 dB–5 dB
(Dorta et al., 2017; He et al., 1998). Participants
whose level of intensity JND was greater than 5 dB
were statistically evaluated separately. The proportion
of participants with a behavioral threshold higher than
5 dB, regardless of right-left side and sex, was 58.30 %.
When analyzed in terms of sex, women constituted
60 % of this group and men accounted for 41.20 %.

Moreover, in a study conducted with children, au-
ditory discrimination was investigated with frequency
variation and it was also examined whether there was
a sex effect on the results. It was found that boys were
better than girls at discriminating frequencies (Zaltz
et al., 2014). In another study evaluating magnitude es-
timations, the sample consisted of 22 young adults and
it was found that there was no sex difference in the re-
sults (Weder et al., 2020). Consistent with these find-
ings, our results showed that intensity JND for both
the right and left sides was similar for men and women.
That is to say no sex difference was observed. In ad-
dition, the behavioral thresholds for the right side and
left side showed similarity across the entire sample, re-
gardless of sex.

Several studies investigated auditory discrimina-
tion with different variables such as frequency, du-
ration, and intensity by both behavioral and elec-
trophysiological methods. These studies have mostly
shown that electrophysiological and behavioral meth-
ods are related in terms of the frequency, intensity, and
duration parameters. He et al. (2012) tested the audi-
tory discrimination performance with electrophysiolog-
ical and behavioral methods and compared the results.
In their study, the acoustic change complex (ACC) is
used as an electrophysiological method. For each of the
frequency, intensity and duration variables, the mini-
mum levels that can elicit the ACC were accepted as
objective thresholds. As a result, the mean of the ob-
jective threshold for intensity discrimination was ob-
tained as 2 dB and it was understood that it showed
a significant correlation with behavioral thresholds.

Furthermore, in another study, which was con-
ducted to determine whether ACC can be an objective
indicator of intensity discrimination in children with
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central auditory processing disorder, it was understood
that ACC could be an objective tool for detecting the
minimum amount of change in intensity as a result
of comparing the behavioral discrimination thresholds
(Kumar et al., 2020). In our study, the average ob-
jective and behavioral thresholds were obtained in the
control group in the range of 2 dB–4 dB, as expected.

In another study, using the N1–P2 response as the
electrophysiological method, behavioral thresholds and
N1–P2 thresholds were compared, and it was shown
that they were similar (Harris et al., 2007). Elec-
trophysiological tests, as demonstrated in exemplary
studies, have proven to be viable alternatives to be-
havioral methods. In this context, our study, while
comparing behavioral and electrophysiological thresh-
olds in terms of intensity JND, showed that behavioral
thresholds and MMN thresholds were similar for both
the right and left sides.

Studies have found that behavioral hearing tests,
which identify cortical areas stimulated by pure tones,
show a broad distribution across the cortex (Belin
et al., 1998; Bianchi et al., 2017; Zhang et al., 2006).
However, the MMN response, which originates from
the frontotemporal region, is more specific (Fitzger-
ald, Todd, 2020; Wagner et al., 2023). Our study
compared behavioral thresholds and MMN thresholds,
and found that participants with behavioral thresholds
above 5 dB had significantly higher thresholds com-
pared to MMN thresholds. This difference in perfor-
mance was likely due to cognitive fatigue from the
involvement of multiple cortical regions in the behav-
ioral task. Interestingly, on the left side, the behavioral
thresholds and MMN thresholds for women were sim-
ilar (Table 3), which may be due to the small sample
size rather than the expected increase in behavioral
responses associated with a larger number of cortical
regions.

On the left side, there was a weak correlation
between MMN thresholds and behavioral thresholds.
When we searched the literature, we could not find any
grounds for discussion that could explain this result,
so we hypothesize that the result was due to the in-
homogeneous sample distribution (we used the Mann–
Whitney U -test). It is anticipated that if the sample
were more homogeneous, the significant correlation ob-
served on the left side might also be evident on the
right side. In such a case, the MMN could become
a reliable tool for objectively detecting individual in-
tensity JND.

Barrett and Fulfs (1998) reported that there
was no significant difference in MMN latency values
between sexes in healthy young adults when measured
with a frequency of 1000 Hz. Our current study showed
similar results in terms of latency as there was no sig-
nificant difference in latency between men and women
for both the right and left sides. In another study in-
vestigating the effect of sex on MMN in healthy young

adults, it was found that the MMN latencies were sig-
nificantly longer in females compared to males (To-
ufan et al., 2021). On the other hand, there is no study
in which the MMN amplitude was compared by sex.
Hence, further research with larger samples is needed
to compare both amplitude and latency values of MMN
with respect to sex and ear side.

The role of attention in the MMN test is a con-
troversial topic in the literature. There are studies re-
porting that MMN formation requires active attention
(Sussman et al., 2014; Rahne et al., 2014), while oth-
ers report that it does not require active attention –
such as when participants are watching a film or per-
forming a mental task (Ikezawa et al., 2008; Näätä-
nen, 1990; 1995; Näätänen, Winkler, 1999). We de-
veloped our methodology based on references support-
ing the notion that “MMN can occur without active
attention”. Furthermore, there is little information in
the literature about ERPs elicited by passive listening.
This information is crucial for better understanding on
how the brain prepares and responds to sounds without
an active task. As the result of our study confirms our
hypothesis, MMN may have potential for clinical use
for assessing JND intensity in populations that are un-
able to direct active attention to the task and are dif-
ficult to test behaviorally, such as children and the el-
derly.

The reliability of the traditional oddball paradigm
is controversial, primarily because the infrequent stim-
ulus differs from the frequent stimulus both physi-
cally and numerically (Wiens et al., 2019). Alternative
models to the traditional oddball paradigm have been
created (Ruhnau et al., 2012; Schröger, Wolff,
1996). However, the problem with these models is that
the MMN response is considerably reduced for vari-
ous reasons (Jacobsen, Schröger, 2003). The dis-
cussion on this subject is ongoing. Since the studies we
used in our method were conducted with the traditio-
nal oddball paradigm, we preferred to use the tradi-
tional oddball paradigm in our study, in which 20 % of
the infrequent stimuli and 80 % of the frequent stimuli
were presented (Sadia et al., 2013; Sussman, 2007).

Although the use of MMN as an alternative to be-
havioral methods in auditory discrimination is contro-
versial (Sussman et al., 2014), there was no signifi-
cant difference between MMN thresholds and behav-
ioral thresholds in our study. In other words, accord-
ing to our study, MMN can be used as an alternative
tool to behavioral methods.

5. Conclusions

In this study, we compared MMN and behavioral
thresholds across the entire sample without discrimi-
nating the sample in terms of factors that may affect
auditory discrimination performance, such as sex, in-
telligence level, and hemispheric dominance. However,
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since a significant portion of the sample had behavioral
discrimination thresholds above 5 dB, we performed
a comparison of MMN and behavioral thresholds in
this subgroup, accounting for sex discrimination. Fu-
ture studies should analyze a larger sample and consid-
er all the factors mentioned to provide a more compre-
hensive understanding.

6. Limitations

Since the equipment used for the behavioral study
did not have the same setup as the MMN equipment,
there was a discrepancy in stimulus duration; while
1000 Hz tone bursts with a duration of 70 ms were
used in the MMN, the duration of 1000 Hz tone stim-
uli could be reduced to a maximum of 500 ms in the
behavioral assessment. This variation in stimulus dura-
tion was considered a limitation because it introduced
a difference in duration between the behavioral test
and MMN stimuli.
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with respect to the considered key-detection approaches, are computational simplicity and stability of the
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1. Introduction

Tonality, or key-detection, algorithms utilize var-
ious techniques. The foundations of tonality analysis
date back to the time of Pythagoras, who defined
numerical relationships between consonant and dis-
sonant sounds. Major input to the tonality analysis
is also ascribed to Leonard Euler, who in his tone
network, commonly referred to as Tonnetz, “tied to-
gether” the tones that make up the major and mi-
nor chords. The fifths and thirds (major and minor)
intervals present in Tonnetz constitute the founding
elements of the harmonic relationships among major
and minor scales. Similar interval relationships are re-
flected in the Longuet-Higgins tonal maps (Longuet-
Higgins, 1962a; 1962b). Harmonic networks also con-
stitute the basis for various 3D spiral array models
(Shepard, 1982; Chew, 2000; 2007). Such models al-

low us to associate individual pitch-classes present
in a given music piece with particular locations on the
spiral, enabling chord and key recognition (Mauch
et al., 2010; Osmalskyj et al., 2012; Sigtia et al.,
2015; Chuan, Chew, 2005; 2007).

More sophisticated models for representing the
content of musical works have recently been pro-
posed (Harte et al., 2006; Bernardes et al., 2016;
Herremans, Chew, 2019; Tymoczko, 2006; 2011).
They have been used, for example, to detect har-
monic changes (Harte et al., 2006; Boulanger-
Lewandowski et al., 2013; Chen, Su, 2018; Jacoby
et al., 2015; Hori et al., 2017; Ni et al., 2013; Peiszer
et al., 2008; Wu, Li, 2018), represent chords geometri-
cally for visualization (Tymoczko, 2006; 2011; Can-
cino Chacón et al., 2014; Sapp, 2001), and assess
changes in distribution of pitch-classes present in com-
positions from different epochs (Yust, 2019). Such
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models have also been utilized in the algorithms for
recognition of musical genres (Anglade et al., 2010,
Pérez-Sancho et al., 2010) and have been applied
to the evaluation of the chord structure (Bernardes
et al., 2016). Other applications of tonal models in-
clude generating structured music with constrained
patterns, shaping the harmonic structure of musical
pieces (Roig et al., 2014), and assessment and cre-
ation of tension in composition fragments (Chapin
et al., 2010; Yang et al., 2021). Naturally, such models
also find utility in computer-aided composition soft-
ware (Huang et al., 2016; Sabathé et al., 2017). In
recent years, many tonal analysis solutions implement-
ing artificial intelligence (Foscarin et al., 2021; Daw-
son, 2018; Deng, Kwok, 2017) or machine learning
(Korzeniowski, Widmer, 2017; Masada, Bunescu,
2017; McFee, Bello, 2017; Zhou, Lerch, 2015)
techniques have been proposed.

There are many ways to represent the content of
a musical work. One of the most popular representa-
tions is Euler’s Tonnetz, which illustrates chord rela-
tionships of the harmonic triad in 2D space. The spi-
ral array model of Chew (2000), which depicts chords
in 3D space, is a more advanced approach. Other ap-
proaches introduce more dimensions, e.g., the tonal
centroid 6D space of Harte et al. (2006), or the solu-
tion provided by Bernardes et al. (2016) which em-
ploys a space spanning as many as 12 dimensions. In-
crease in the dimensionality of the proposed models re-
sults from the constant quest for new ways to improve
the accuracy of the analysis of musical works. How-
ever, improvement of computer analysis should not be
sought only in the implementation of more and more
complicated solutions. The signature of fifths is one ex-
ample of a simple yet effective concept that can make
a significant contribution to the development of algo-
rithmic key-detection methods. Creation of the signa-
ture of fifths corresponding to a given musical piece (or
its fragment) enables finding its key via analysis of the
geometrical arrangement of the polar vectors compris-
ing the signature. Details of this procedure are pres-
ented later in this paper.

The major-minor tonality is inherently associated
with Western music. An important current research
problem is algorithmic determination of a musical
piece’s key (Baumann, 2021; Bernardes et al., 2017;
Foscarin et al., 2021; Korzeniowski, Widmer,
2018; Nápoles López et al., 2019; 2020; Quinn,
White, 2017; Toiviainen, Krumhansl, 2003). In-
put data used in key-finding algorithms is either
in symbolic (e.g., MIDI, MusicXML) or audio (e.g.,
wav, mp3) format (Baumann, 2021; Chuan, Chew,
2005; Gebhardt et al., 2018; Peeters, 2006; Pa-
padopoulos, Peeters, 2012; Raphael, Stoddard,
2004; Weiss, 2013; Wu, Li, 2018). The compu-
tationally simplest key-detection approaches utilize
the so-called key-profiles (Herremans, Chew, 2019;

Korzeniowski, Widmer, 2017; Albrecht, Shana-
han, 2013; Gomez, Herrera, 2004; Kania, Ka-
nia, 2019; Kania et al., 2022; Krumhansl, Kessler,
1982; Krumhansl, 1990; Temperley, 2004; Tem-
perley, Marvin, 2008). In the most basic scenario,
determination of the key is based on searching for the
maximum correlation coefficient of a given fragment
of the analyzed composition with the 12 major and
12 minor key-profiles. It is still unclear which family
of key-profiles and which fragment of a music piece
are most appropriate for the analysis purposes. Some-
times the methods based on local-key estimation are
also considered (Nápoles López et al., 2020).

There are many families of key-profiles (Herre-
mans, Chew, 2019; Korzeniowski, Widmer, 2017;
Albrecht, Shanahan, 2013; Gomez, Herrera,
2004; Krumhansl, Kessler, 1982; Krumhansl,
1990; Temperley, 2004; Temperley, Marvin,
2008). They were created using a variety of methods,
ranging from extensive experimental research based on
cognitive psychology (Krumhansl, Kessler, 1982;
Krumhansl, 1990) to computationally intensive sta-
tistical/probabilistic analyses (Aarden, 2003; Bell-
mann, 2005; Temperley, 2004) anchored in the the-
ory of music. In some cases, creation of new key-
profiles resulted from experiences with well-established
key-profiles. For example, analysis of the Krumhansl–
Kessler profiles inspired Temperley to propose a new
family of key-profiles (Temperley, 2004; Temper-
ley, Marvin, 2008). Temperley’s proposal was backed
with advanced models based on probabilistic reason-
ing. In some cases, key-profiles were created based on
the analysis of numerous audio files (Chuan, Chew,
2014; Gomez, Herrera, 2004; Korzeniowski, Wid-
mer, 2018). Particularly interesting are the key-
profiles developed with the use of artificial intelli-
gence techniques (Albrecht, Shanahan, 2013). Ex-
periments have proven their high key-detection efficacy
(Kania, Kania, 2019).

Although the correlational approach to music key-
detection based on key-profiles has low computational
complexity, it is possible to create simpler solutions.
Reducing the number of multiplication operations is
usually a good way to speed up an algorithm. In this
respect, the key-detection algorithm based on the sig-
nature of fifths, presented in (Kania, Kania, 2019),
is much simpler than its strictly correlational alter-
natives. The simplification results from the fact that
the correlation coefficients are calculated only for two
relative key-profiles, not all 24 of them. In (Kania
et al., 2021a), it was shown that the signature of fifths
can also be utilized to determine the key signature of
a given piece of music without calculating any corre-
lation coefficient. The authors’ proposed an algorithm
that inspired the search for a simplified key-detection
method and the study discussed in this paper. Com-
putational simplification of the key-detection process is
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particularly important when it comes to solutions im-
plemented in hardware, e.g., for instruments presenting
musical notation in a real-time manner.

The aim of this paper is to present an original al-
gorithm for real-time key determination based solely
on the signature of fifths. The novelty of the proposed
approach lies in the assessment of the structure of the
signature of fifths. Essentially, the method boils down
to the analysis of the geometrical relationships exist-
ing between the so-called characteristic vector of the
signature of fifths and the pair of directed axes –
the main directed axis of the signature of fifths and the
major/minor mode axis. The algorithm takes a sym-
bolic description of the piece as input. Therefore, its
application is justified only in the context of equal-
temperament tuning, i.e., when all keys are equivalent,
so there are no better or worse-sounding keys, as in the
case of mean-tone or non-temperament tuning. It is as-
sumed that the analyzed pieces are tonal works, which
is not always true, especially in contemporary music
since the mid-19th century. The essence of the algo-
rithm lies in searching for the most populous set of
notes forming a pentatonic scale consisting of steps I,
II, III, V, and VI in the major mode and I, III, IV,
V, and VII in the Aeolian minor mode (both consist
of any five neighboring keys in the circle of fifths). Ad-
ditionally, the durations of pitch classes are analyzed,
but no additional information is considered, such as
the significance of individual notes in chords, which
impacts listeners’ perception.

In the next section of the article, the basic con-
cepts behind the proposed key-detection algorithm are
presented. In Sec. 3, the algorithm is thoroughly de-
scribed. The ideas presented in Secs. 2 and 3 are sup-
ported with simple examples. Section 4 presents the
results of the carried out experiments, along with a dis-
cussion focused on identifying the strengths and weak-
nesses of the proposed algorithm. The article ends with
a summary of the conducted study.

2. Theoretical background

A musical piece can typically be represented with
tones belonging to twelve pitch-classes: C, C♯/D♭, D,
D♯/E♭, E, F, F♯/G♭, G, G♯/A♭, A, A♯/B♭, B. Let X

be the set of durations of individual pitch-classes com-
prising a given fragment of a musical piece (1):

X = {xC, xC♯ /D♭, xD, xD♯ /E♭, xE, xF, xF♯ /G♭,

xG, xG♯ /A♭, xA, xA♯ /B♭, xB}. (1)

The vector K, which represents the normalized aggre-
gate durations of pitch-classes corresponding to the
analyzed fragment of music, is given by:

K = [kA, kD, kG, kC, kF, kB♭, kE♭, kA♭, kD♭, kG♭ /F♯, kB, kE], (2)

where

ki = xi

max(xA,xD,xG,xC,xF,xB♭,xE♭,xA♭,xD♭,xG♭ /F♯,xB,xE)
, (3)

and

i ∈ {A,D,G,C,F,B♭,E♭,A♭,D♭,G♭ /F♯,B,E}.
The values comprising the vector K are ordered in

accordance with the succession of the pitch-classes
in the circle of fifths, beginning from the A tone and
continuing counter-clockwise.

Definition 1 (Kania, Kania, 2019):

The signature of fifths is a set of twelve polar vec-
tors {ki ∶ i = A,D,G, ...,E} whose coordinates (ri, φi)
fulfill the following conditions:

– the length of each vector is equal to the normal-
ized corresponding component of a given pitch-
class vector K, i.e., ri = ∣ki∣ = ki;

– the direction of each vector is determined with the
following relationship: φi = j ⋅30○, where j = 0∣i=A,
j = 1∣i=D, and so on.

Example 1 (Kania, 2021):

Let us create the signature of fifths for the first bar
of J.S. Bach’s Prelude No. 1, BWV 846, whose musical
notation was illustrated in Fig. 1.

Fig. 1. First bar of Bach’s Prelude No. 1, BWV 846.

The vector K corresponding to the tones presented
in Fig. 1 can be expressed as:

K = [0 0 0.2 1 0 0 0 0 0 0 0 0.9] , (4)

whereas the signature of fifths associated with the
above vector is shown in Fig. 2.

Fig. 2. Signature of fifths obtained for the fragment
of the prelude shown in Fig. 1.

We can define a number of directed axes of the
circle of fifths Y → Z, which connect two opposite
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pitch-classes. A given axis points from Y towards Z,
where pair (Y ;Z) ∈ (C, F♯); (F, B); (B♭, E); (E♭, A);
(A♭, D); (D♭, G); (F♯, C); (B, F); (E, B♭); (A, E♭);
(D, A♭); (G, D♭). The value [Y → Z] is called the char-
acteristic value of the directed axis Y → Z. It is equal
to KR −KL, where KR and KL are the sums of the
lengths of the vectors comprising the signature of fifths,
located on the right and left sides of the directed axis
Y → Z, respectively.

Definition 2 (Kania, Kania, 2019):

The directed axis of the signature of fifths Y → Z,
for which [Y → Z] assumes the maximum value is
called the main directed axis of the signature of fifths
(MDASF).

Definition 3:

The polar vector obtained as the sum of vectors
comprising the signature of fifths is called the charac-
teristic vector of the signature of fifths (CVSF).

The position of the characteristic vector of the sig-
nature of fifths can be described with the Cartesian co-
ordinates (x, y) depicting its end or by providing polar
coordinates (rSF, φSF).
Definition 4:

The angle φSF is called the characteristic angle of
the signature of fifths.

The MDASF, CVSF, and φSF corresponding to the
signature of fifths presented in Fig. 2, are shown in
Fig. 3. The outline of the plot illustrated in Fig. 3
was supplemented with the characteristic values as-
sociated with individual directed axes. The maxi-
mum value (2.1) indicates the direction of the MDASF,
which is B → F in the considered case.

[B→ F] = KR −KL = 1 + 0.9 + 0.2 = 2.1

Fig. 3. Signature of fifths supplemented with the MDASF,
CVSF, and φSF.

Let us assume that Y ↓ Z is the major/minor mode
axis, which is perpendicular to the Y → Z axis. Its
tip indicates the tone, which is 90○ away in clockwise

direction from the tone indicated by the Y → Z axis.
Let us then depict the inclination of the major/minor
mode axis Y ↓ Z with respect to the abscissa as the
angle φ1.

Definition 5:

The angle between the CVSF and the major/minor
mode axis is called the major/minor mode angle, de-
picted with the symbol φm. It is calculated as φm =
φSF − φ1.

Figure 4 helps to clarify the way in which the ma-
jor/minor mode angle corresponding to the signature
of fifths presented in Fig. 2 was obtained.

Fig. 4. Clarification of the way in which the angle of the
major/minor mode φm is determined (for the signature of

fifths presented in Fig. 2).

Determination of the key of a music composition
becomes possible via computation of the major/minor
mode angle φm, relating the direction of the major/
minor mode axis and the direction of the characteristic
vector of the signature of fifths.

3. Algorithm

In this section we present a real-time key-finding al-
gorithm based on the signature of fifths. It is a simpli-
fied version of the algorithm shown by Kania and Ka-
nia (2019). It determines the major/minor mode of the
analyzed piece of music via application of new descrip-
tors of the signature of fifths, i.e., the major/minor
mode axis, the characteristic angle of the signature
of fifths, and the major/minor mode angle. The key-
detecting procedure consists of several steps which lead
to the calculation of the major/minor mode angle.
In general, the value of this angle can be positive, neg-
ative, or zero. It is strictly associated with the key cho-
sen from the obtained pair of two relative keys. A pos-
itive value indicates the major key whereas a negative
value indicates the minor key. When the value of the
major/minor mode angle is zero, i.e., the major/minor
mode axis coincides with the characteristic vector of
the signature of fifths, the analyzed fragment of the
musical composition should be extended.
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The proposed algorithm for the musical key-
detection can be divided into the following steps:

1) Creation of the signature of fifths corresponding
to the analyzed fragment of a music composition:

– determination of the aggregate durations of
individual pitch-classes within the considered
fragment of music;

– designation of the vector K, representing the
normalized aggregate durations of individual
pitch-classes.

2) Determination of the MDASF:

– calculation of the characteristic values corre-
sponding to all possible directed axes;

– selection of the directed axis with the maxi-
mum characteristic value, i.e., MDASF;

– if MDASF cannot be determined:

a) increment the length of analyzed frag-
ment;

b) jump to the point no. 1.

3) Determination of the two relative keys associated
with the obtained MDASF (one of which is the key
of the analyzed fragment of music). The relative
keys corresponding to a given MDASF are pointed
by the MDASF rotated clockwise by 30○.

4) Determination of the major/minor mode axis and
the angle it creates with the axis OX (φ1). The
major/minor mode axis is perpendicular to the
MDASF, and its tip points to the tone which is
90○ away, clockwise, from the tone indicated by
the MDASF.

5) Determination of the CVSF and the angle it cre-
ates with the OX-axis (φSF).

6) Calculation of the angle of the major/minor mode
(φm):

– if φm = 0:
a) increment the length of the analyzed

sample/fragment of music;
b) jump to the point no. 1;

– if φm > 0, the analyzed piece of music is in the
major key from the pair of the two previously
obtained relative keys;

– if φm < 0, the analyzed piece of music is in the
minor key from the pair of the two previously
obtained relative keys.

The essence of the developed algorithm is illus-
trated resorting to example 2.

Example 2 (Kania, 2021):

Let us determine the keys of the first two preludes
from the part I of J.S. Bach’s collection “The Well-
Tempered Clavier” [in German: Das Wohltemperierte
Klavier], the first bars of which are shown in Fig. 5.

a)

b)

Fig. 5. First bars of the preludes from the part I of Bach’s
collection “The Well-Tempered Clavier”: a) Prelude No. 1,
written in C major, BWV 846; b) Prelude No. 2, written

in C minor, BWV847.

In the first step of the algorithm, after determining
the aggregate durations of individual pitch-classes and
calculating the vector K, the signature of fifths is cre-
ated (step no. 1). Knowing the lengths and directions
of the vectors comprising the signature of fifths, it is
possible to determine the MDASF (step no. 2). Fig-
ure 6 presents the signature of fifths and the MDASF
for the analyzed excerpts of preludes.

Knowing the direction of the MDASF, we deter-
mined the pairs of the potential keys of the analyzed
pieces of music as well as the directions of the ma-
jor/minor mode axes (steps no. 3 and 4). The potential
keys are shown in Figs. 6a–c (marked in red). They are
pointed out by the MDASFs rotated by 30○ clockwise
(step no. 3). In each case, the major/minor mode axis
is perpendicular to the MDASF and points towards
the tone which is 90○ away, clockwise, from the tone
indicated by the MDASF (step no. 4). The directions of
the major/minor mode axes and the angles they create
with the OX-axis, marked as φ1, were shown in Fig. 6b.
In the case of the Prelude No. 1, the angle φ1 is equal
to 30○, whereas for Prelude No. 2 it reaches 120○.

In the next phase of the procedure, the CVSF and
the angle it creates with the OX-axis, denoted as φSF,
are calculated (step no. 5). In the case of the Prelude
No. 1, this angle is equal to 39.4○, whereas for the
Prelude No. 2 it is 103.9○ (Fig. 6c).

Knowing the angles φ1 and φSF , we determined the
value of the mode angle φm (step no. 6), which was
then used to select one key from the previously ob-
tained pair of relative keys. In the case of the Pre-
lude No. 1, the value of angle φm is greater than zero
(φm = 9.4○), hence the key is C major. For Prelude
No. 2, φm is smaller than zero (φm = −16.1○), hence the
key is C minor. In Fig. 6d, the keys detected using
the proposed algorithm are marked in red. For read-
ability, major keys are written in uppercase, whereas
minor keys are written in lowercase. We apply this con-
vention throughout figures and tables in the article.
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Prelude No. 1 in C major Prelude No. 2 in C minor

a)

b)

c)

d)

Fig. 6. Illustration of the successive steps of the proposed music key-detection algorithm based on Prelude No. 1 in C major
and Prelude No. 2 in C minor, both from the part I of Bach’s collection “The Well-Tempered Clavier.”
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4. Results and discussion

The aim of the conducted experiments was to
compare the effectiveness of the developed algorithm
with computationally simple key determination ap-
proaches based on correlation with well-known key-
profiles. Four sets of preludes in 12 major and 12 mi-
nor keys were used in the experiments: the preludes
by J.S. Bach from two collections of the “The Well-
Tempered Clavier” – part I and part II (WTC I and
WTC II), preludes by F. Chopin (Op. 28), and pre-
ludes by D. Shostakovich (Op. 87).

At first, we focused on determining the minimum
number of notes needed for key-detection using the al-
gorithm based on the signature of fifths. In each case
the analysis was started with the minimum number of
notes equal or greater than two. The analyzed frag-
ment was extended by subsequent notes until it was
possible to indicate the main directed axis of the sig-
nature of fifths (MDASF). All the constituent notes of
any chords present were taken into account at once.
For most of the analyzed works, the analysis process
ended as soon as the main directed axis of the signa-
ture of fifths was determined for the first time. In a few
cases, however, for which the major/minor mode axis
coincided with the characteristic vector of the signa-
ture of fifths, the analyzed fragments were extended,
and all the steps of the process reiterated.

The determined minimum numbers of notes needed
to identify keys for different pieces of music are shown
in Fig. 7. The vertical axis corresponds to the number
of notes needed to detect the piece’s key, while the hor-
izontal axis represents the numerical identifiers of the
analyzed preludes. Correctly detected keys are marked
with blue diamonds, whereas incorrectly detected ones
are marked with orange triangles.

The analysis of the results indicates that the effec-
tiveness of the developed algorithm, understood as the
ratio of the number of correctly detected keys to the to-
tal number of analyzed works, was 85.4 %. In the
case of Bach’s preludes, it was 89.6 %, whereas for
Shostakovich’s and Chopin’s preludes the effectiveness
reached 83.3 % and 79.2 %, respectively.

Figure 8 shows the effectiveness of the developed
algorithm and the average number of notes needed
to detect the key for each of the analyzed sets of
works. Detection of the key was possible after analy-
sis of 6.7 notes, on average (considering all collec-
tions). Excluding the significantly different result ob-
tained for Shostakovich’s 14th prelude (207 notes),
the average number of notes for key-detection was
4.6 notes. The fewest notes were needed for Bach’s
works – 3.7 notes, on average. In the case of Chopin’s
compositions, the key was found after 4.4 notes, on
average, and in the case of Shostakovich’s works,
15 notes were required, on average. Again, after reject-
ing Shostakovich’s Prelude No. 14, the average num-

J.S. Bach’s Preludes, WTC I

J.S. Bach’s Preludes, WTC II

F. Chopin’s Preludes, Op. 28

Fig. 7. Minimum number of notes required to detect the key
using the proposed algorithm for individual preludes, where
blue diamonds and orange triangles represent, respectively,
the correctly and incorrectly detected keys (in the case
of the Prelude No. 14 by Shostakovich the algorithm was
able to correctly detect the key after analysis of 207 notes).

a)

b)

Fig. 8. Results of the music key-detection using the pro-
posed algorithm based on the signature of fifths: a) ef-
fectiveness of the algorithm; b) average number of notes

needed to detect the key.

ber of notes required to detect the key dropped to 7.
It should be emphasized that the specificity of the mu-
sical notation often limits opportunities to use a small
number of notes, as there are compositions which start
with chords comprised of multiple notes. For exam-
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ple, if a given piece of music starts with a five-note
chord, it is not possible to perform the analysis for 2,
3 or 4 notes.

For further assessment, we compared the proposed
key-detection algorithm with correlational approaches
based on key-profiles. We chose to perform this com-
parison because key-profile methods in a certain way
resemble the algorithm based on the signature of fifths.
The way of determining the main directed axis of the
signature of fifths can be associated with assigning
the weight 1 to tones located on one side of the axis,
and −1 to the tones located on its other side. This pro-
cedure resembles assignment of appropriate weights to
particular tones, as in the considered key-profile ap-
proaches. As part of the assessment, we also accounted
for the each method’s computational complexity. The
key-detection algorithm based on the signature of fifths
is much simpler in this respect, as there is no need for
calculating the correlation coefficients, hence no need
for multiple (costly) multiplication operations. This is
particularly important when it comes to hardware im-
plementation of the key-detection process, e.g., in Sys-
tem on Chip (SoC) solutions.

In the conducted experiments, we used three sets of
key-profiles: Krumhansl–Kessler (Krumhansl, Kessler,
1982; Krumhansl, 1990), Temperley (Temperley, 2004),

Table 1. Results obtained for different key-detection approaches, given the minimum number of notes for which all the
considered methods were able to indicate the key.

Piece
No.

Bach’s Preludes, WTC I Bach’s Preludes, WTC II Chopin’s Preludes, Op. 28 Shostakovich’s Preludes, Op. 87

SF KK T AS SF KK T AS SF KK T AS SF KK T AS

1 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ × ✓ ✓ ✓ ✓ ✓ ✓

2 ✓ ✓ ✓ ✓ ✓ × ✓ ✓ × × × × ✓ ✓ ✓ ✓

3 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ × × ✓

4 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ × × ✓ ✓ ✓ ✓ ✓

5 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ × × × × ✓ ✓ ✓ ✓

6 ✓ ✓ ✓ ✓ × ✓ ✓ ✓ ✓ ✓ ✓ ✓ × × × ✓

7 ✓ ✓ ✓ ✓ ✓ × × ✓ ✓ × ✓ ✓ ✓ ✓ × ✓

8 ✓ ✓ ✓ ✓ × ✓ ✓ × ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

9 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

10 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ × × ✓ ✓ ✓ ✓ ✓

11 ✓ ✓ ✓ ✓ ✓ × × ✓ × × × × ✓ ✓ ✓ ×

12 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ × ✓ ✓ ✓

13 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

14 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ × × ✓

15 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ × ✓ × × ✓ ✓ ×

16 ✓ ✓ ✓ ✓ × ✓ ✓ × ✓ × ✓ ✓ ✓ ✓ ✓ ✓

17 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

18 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ × × × × ✓ ✓ ✓ ✓

19 ✓ ✓ ✓ ✓ ✓ ✓ × ✓ ✓ × × ✓ ✓ ✓ ✓ ✓

20 ✓ ✓ ✓ ✓ ✓ ✓ ✓ × ✓ ✓ ✓ ✓ × ✓ ✓ ✓

21 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ × × ✓ ✓ ✓ ✓ ✓

22 ✓ ✓ ✓ ✓ × ✓ ✓ ✓ × × × × ✓ ✓ ✓ ✓

23 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

24 × × ✓ ✓ ✓ ✓ ✓ ✓ ✓ × × ✓ ✓ ✓ ✓ ✓

SF – the method using the signature of fifths, KK – the correlation approach based on the Krumhansl–Kessler key-profiles, T – the
correlation approach based on the Temperley key-profiles, AS – the correlation approach based on the Albrecht–Shanahan key-profiles,
✓ – correctly detected key, × – incorrectly detected key.

and Albrecht–Shanahan (Albrecht, Shanahan, 2013).
For each of the analyzed preludes the key was deter-
mined based on a short fragment taken from the be-
ginning of a given composition. For the considered key-
profile approaches, the key was detected after analy-
sis of very short fragments of music, even ones com-
prised of just two notes. However, in many cases, ex-
tending the analyzed fragment of the piece resulted in
the change of the previously detected key. For the al-
gorithm based on the signature of fifths, the key was
detected later, as typically more notes were needed to
determine the MDASF. However, usually the deter-
mined key was stable and did not change with exten-
sion of the musical fragment.

Let us analyze in detail the results of the key-detec-
tion process for all the considered scenarios. We com-
pared the minimum number of notes for which all key-
detection approaches were able to indicate the key. The
number of notes needed to determine the key was dif-
ferent for individual preludes but was always equal to
the number of notes required by the algorithm based
on the signature of fifths (due to the specificity of the
performed comparison, as explained earlier in this ar-
ticle). Results for individual preludes are shown in Ta-
ble 1. Correctly and incorrectly detected keys are illus-
trated for all considered key-detection approaches.
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Table 2. Effectiveness of determining the key in particular groups of preludes and using different key-detection approaches.

Collection SF [%] KK [%] T [%] AS [%]

Bach’s Preludes, WTC I 95.83 95.83 100 100

Bach’s Preludes, WTC II 87.50 87.50 91.67 87.50

Chopin’s Preludes, Op. 28 83.33 45.83 62.50 83.33

Shostakovich’s Preludes, Op. 87 83.33 87.50 87.50 95.83

All Preludes 85.42 79.17 85.42 91.67

SF – the method using the signature of fifths, KK – the correlation approach based on
the Krumhansl–Kessler key-profiles, T – the correlation approach based on the Temperley
key-profiles, AS – the correlation approach based on the Albrecht–Shanahan key-profiles.

Table 2 presents a synthetic summary of the results.
It lists the effectiveness of each of the considered key-
detection approaches in different sets of preludes. The
results of the effectiveness obtained for the set of all
preludes are also given (last row).

Analyzing the results illustrated in Tables 1
and 2, one can get the impression that, in terms of
the effectiveness, the algorithm using the signature
of fifths does not differ significantly from the correla-
tional approaches implementing key-profiles (the same
or greater effectiveness was achieved with Albrecht–
Shanahan key-profiles). Moreover, the algorithm uti-
lizing the signature of fifths in the majority of cases
required a greater number of notes to indicate a piece’s
key. In some cases, it was the only method that in-
dicated the wrong key, e.g., for Prelude No. 22 from
Bach’s “The Well-Tempered Clavier” – part II – or
Prelude No. 20 by Shostakovich. However, this algo-
rithm does exhibit some unique and advantageous pro-
perties.

In order to show the distinctive features of the al-
gorithm based on the signature of fifths, let us first
inspect the Prelude No. 14, Op. 87, by Shostakovich,
whose fragment is presented in Fig. 9.

Fig. 9. Initial fragment of the Prelude No. 14, Op. 87, by Shostakovich.

At the beginning of this Prelude, in its left-hand
part, one can notice many repeating tones of B♭. It
is also worth mentioning that up to the point marked
with the index 5, where the note G♭ appears in the
right-hand part, there are only three tones present in
the composition (E♭, D♭, B♭). Determination of the
MDASF (Fig. 10e) is not possible until reaching that
point on the staff. Knowing the MDASF, one can de-
termine the direction of the major/minor mode axis as
well as the angle φm = −36.6○ (Fig. 10f). The negative
value of the angle φm indicates the minor key mode –
in the considered case it is e♭ minor. The signatures
of fifths corresponding to the increasingly longer frag-
ments of the prelude (starting from its beginning to
a given index) are presented in Fig. 10.

The proposed algorithm correctly identified the key
after 207 notes. Table 3 presents the results of key-
detection obtained for all the approaches considered,
based on the analysis of fragments 0–1, 0–2, 0–3, 0–4,
and 0–5.

Analyzing the results presented in Table 3, we
can notice that the key-profile approaches need fewer
notes to detect the key. Unfortunately, the initial
indications are often incorrect and tend to vary as the
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Fragment 0–1 Fragment 0–2

a) b)

Fragment 0–3 Fragment 0–4

c) d)

Fragment 0–5 Fragment 0–5

e) f)

Fig. 10. Signatures of fifths corresponding to increasingly longer fragments of Prelude No. 14, Op. 87, by Shostakovich,
shown in Fig. 9 (up to the point marked with index 5).

Table 3. Summary of the key-detection results obtained for the fragment of the prelude shown in Fig. 10, using the
algorithm based on the signature of fifths (SF) as well as the considered approaches implementing the key-profiles of

Krumhansl–Kessler (KK), Temperley (T), and Albrecht–Shanahan (AS).

Method
Analized fragment

0–1 0–2 0–3 0–4 0–5

SF ? ? ? ? e♭

KK B♭ B♭ b♭ b♭ B♭

T b♭ b♭ b♭ b♭ b♭

AS B♭ e♭ b♭ e♭ e♭
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length of the analyzed music fragment increases. For
the key-profiles of Krumhansl–Kessler and Temper-
ley, the obtained keys were incorrect for all considered
fragments – B♭major (B♭) or B♭minor (b♭). This result
can be explained by the dominance of the sound B♭,
which is the tonic of the indicated keys. The Albrecht–
Shanahan key-profile approach detected various keys,
among which was the correct one, i.e., E♭ minor (e♭).
The algorithm using the signature of fifths needed
more notes than the key-profile approaches. However,
it indicated the key only when the MDASF was deter-
mined, and hence the detected key was usually correct.

Another distinctive feature of the key-detection al-
gorithm proposed in this paper is the stability of the
decision-making process, understood as low suscepti-
bility to changes in the detected key as the length of
the analyzed music fragment increases. This feature
can easily be illustrated by the Prelude No. 21, Op. 28,
by Chopin, the initial fragment of which is shown in
Fig. 11.

Fig. 11. Initial fragment of the Prelude No. 21, Op. 28,
by Chopin.

Table 4 presents the values of ri, which represent
the lengths of vectors making up the signatures of fifths
calculated based on the aggregate durations of individ-
ual pitch-classes for a given number of notes (starting
from the beginning of the prelude). The values from
Table 4 were used to create the signatures of fifths
shown in Fig. 12.

Table 4. Lengths of vectors representing the signatures of
fifths corresponding to the Prelude No. 21, Op. 28, by

Chopin, obtained for different numbers of initial notes.

Pitch-class
Number of notes

2 3 5 7 9 11 13 15

C 0.29 0.29 0.25

C♯/D♭

D 0.17 0.14 0.29 0.38

D♯/E♭ 0.2 0.17 0.14 0.14 0.13

E 0.25 0.2 0.17 0.14 0.14 0.13

F 1 1 1 1 1 1 1 1

F♯/G♭

G 0.25 0.2 0.17 0.14 0.14 0.13

G♯/A♭

A 0.2 0.17 0.14 0.14 0.13

A♯/B♭ 1 0.33 0.25 0.2 0.33 0.29 0.43 0.38

B

In Table 5, the results of the key-detection based on
the signature of fifths were juxtaposed with the results

Table 5. Key-detection results obtained for the Prelude
No. 21 by Chopin, Op. 28, using the algorithm based on the
signature of fifths (SF) as well as the considered approaches
implementing the key-profiles of Krumhansl–Kessler (KK),

Temperley (T), and Albrecht–Shanahan (AS).

Method
Number of notes

2 3 5 7 9 11 13 15

SF ? ? ? ? B♭ B♭ B♭ B♭

KK F F F F F F d d

T f f f F F F B♭ B♭

AS b♭ b♭ F F B♭ F B♭ B♭

obtained for the correlational approaches utilizing key-
profiles.

The results in Table 5 indicate that key-detection
algorithm based on the signature of fifths offers greater
stability. The key indicated after analysing the 9th
note does not change as the length of the fragment in-
creases further because the direction of MDASF does
not change, whereas the sign of the angle φm expe-
riences only insignificant variations (Figs. 12e–h). The
keys found using the key-profile approaches changed at
least once. This example clearly illustrates that the al-
gorithm based on the signature of fifths requires more
notes to determine the key, but once the key is de-
tected the decision is usually correct and less prone to
changes.

In summary, we can state the following:
– the proposed algorithm is computationally simple

and easy to implement, as it does not require com-
plex calculations;

– the key-detection algorithm based on the signa-
ture of fifths is competitive with the correlational
approaches using key-profiles, especially if one
wants to determine the key from a very short frag-
ment of music;

– the algorithm using the signature of fifths usu-
ally needs a larger number of notes to determi-
ne the key than its key-profile alternatives, but
once the key is detected the decision does not tend
to change as the length of the analysed music frag-
ment increases.

5. Conclusion

Development of multimedia systems is inextrica-
bly linked with methods enabling acquistion of musi-
cal knowledge. Currently, when almost all songs are
only a few mouse clicks away, the problem for listen-
ers is selection of music. Nowadays, many listeners use
software applications which are able to suggest songs
suitable for a given person. Such applications have be-
come an integral part of the music industry.

Classification of music can be facilitated by vari-
ous types of signal quantification and feature extrac-
tion techniques. Criteria of selection may include the
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2 notes 3 notes
a) b)

5 notes 7 notes
c) d)

9 notes 11 notes
e) f)

13 notes 15 notes
g) h)

Fig. 12. Signatures of fifths obtained for different lengths of the analyzed fragments of the Prelude No. 21, Op. 28,
by Chopin.
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style, genre, character or key of a piece. The algorithm
presented in this paper could be applied in such clas-
sification applications.

In this paper, we presented a novel algorithm en-
abling determination of the key of a musical piece
based on the analysis of its signature of fifths. The al-
gorithm is a simplified version of the method discussed
by Kania and Kania (2019). The simplification boils
down to the determination of the major/minor mode
of the analyzed piece via application of new descrip-
tors of the signature of fifths, i.e., the major/minor
mode axis, the characteristic angle of the signature
of fifths, and the major/minor mode angle. The effec-
tiveness of the algorithm was tested on a collection
of 96 preludes comprised of two sets of 24 preludes
“The Well-Tempered Clavier”, BWV 846-869, by Bach,
24 preludes Op. 28 by Chopin, and 24 preludes Op. 87
by Shostakovich. Each set of preludes, individually,
covered all possible keys.

The main advantage of the proposed key-detection
algorithm is the stability of its decision-making pro-
cess, i.e., low sensitivity to changes of the indicated key
as the length of the analyzed fragment of music is in-
creased. This feature clearly distinguishes the method
from the tested correlational key-detection approaches
based on key-profiles. Another advantage is its con-
ceptual as well as computational simplicity. The latter
advantage facilitates the method’s implementation in
hardware, e.g., real-time presentation of musical no-
tation on electronic displays. Calculations required to
obtain the key signature with this method can be lim-
ited to execution of addition and comparison opera-
tions, which are convenient in terms of hardware im-
plementation (only these two operations are needed to
determine MDASF). Implementation of the proposed
algorithm in a microprocessor system or SoC uses min-
imal resources, smaller than those required by the con-
sidered correlation-based approaches (using tonal pro-
files), in case of which many multiplication and division
operations need to be performed.

The signature of fifths provides means for effective
realization of the key-detection process. The effective-
ness of the proposed algorithm, tested on the whole
set of 96 preludes, was over 85 %. The correct key was
detected after the analysis of 6.7 notes, on average.

The concept of the signature of fifths creates new
opportunities in the area of music information re-
trieval. In addition to key determination, it has already
been shown that the coefficients quantifying the vari-
ability of the signatures of fifths in time can be useful
as feature coefficients in music classification processes
(Kania et al., 2021b; Łukaszewicz, Kania, 2022).
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1. Introduction

Misfire, a persistent issue in vehicle engines, dis-
rupts the harmonious sequence of combustion. Its
prevalence is striking, causing substantial hurdles in
engine performance and reliability, as highlighted
in the research conducted by Hmida et al. (2021). This
fault, defined by the inability of a cylinder to ignite
its air-fuel mixture correctly, extends its impact across
multiple domains. Recognizing and remedying misfires
is of paramount importance in automotive engineer-
ing. Naveen Venkatesh et al. (2022) underscore the
criticality of accurate detection and timely resolution
of this issue. Essentially, mitigating misfires is not just
about fixing a glitch; it is about preserving the effi-
ciency and ecological integrity of vehicle engines.

Various contemporary techniques have emerged as
effective means to pinpoint engine misfire faults, show-

casing the innovative strides in this field. For instance,
one approach capitalizes on the ionic current (I.C.) pre-
sented at spark plug electrodes, leveraging them as sen-
sors to detect misfiring cylinders. Studies referenced by
Wang et al. (2022) and Kumano et al. (2020) delve
into this method, illustrating how monitoring changes
in ionic current during engine operation offers insights
into discerning misfiring events.

Another notable method involves monitoring the
exhaust gas temperature at a reduced sampling rate.
Tamura et al. (2011) shed light on this technique, em-
phasizing its utility in detecting misfires within inter-
nal combustion engines. By scrutinizing irregular tem-
perature fluctuations in the exhaust gas, this approach
identifies deviations that serve as reliable indicators of
misfiring occurrences.

Meanwhile, exploring the combustion characteris-
tics and misfire mechanisms in passive pre-chamber
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direct-injection gasoline engines presents a specialized
avenue. Zhou et al. (2023) contributed to this area,
focusing on understanding the intricate combustion
behavior and misfire processes unique to engines em-
ploying passive pre-chamber technology for gasoline di-
rect injection. This method delves into the specificities
of how these engines operate and experience misfire
events, offering insights crucial for their optimization.

Moreover, a holistic approach to misfire detection
in aircraft engines involves integrating both linear sig-
nal analysis for pattern recognition and non-linear
methods. The study highlighted by Syta et al. (2021)
underscores this comprehensive strategy, demonstrat-
ing how combining diverse analytical techniques en-
sures a robust and multifaceted approach to identify-
ing misfire incidents.

However, vibration signals offer an easy measur-
able method without affecting engine function (Hmida
et al., 2021; Sharma et al., 2014). The examination of
vehicle engine vibrations serves as a profound gate-
way to deciphering the inner workings of an internal
combustion engine. These vibrations intricate in their
composition, encapsulate a wealth of data pertaining
dynamical performance of the engine (Sharma et al.,
2014; Du et al., 2021). The scrutiny of these vibration
signals holds immeasurable significance as a diagnos-
tic tool, particularly in isolating specific engine misfires
(Hmida et al., 2021; Sharma et al., 2014). The major-
ity of research has focused on utilizing various sensors
like accelerometers, acoustic sensors, and knock sen-
sors to measure vibration signals (Firmino et al., 2021;
Tao et al., 2019), yielding satisfactory outcomes and
broad implementation in monitoring machinery condi-
tions like pumps, ball bearings, and gearboxes (Ahsan,
Bismor, 2022; Ahsan et al., 2023). Nevertheless, these
methods encounter challenges in assessing specific con-
ditions of vehicle engines due to the nonstationary na-
ture of the measured signals when conventional analy-
sis techniques are applied.

A diverse array of sensors contributes to the com-
prehensive analysis of engine vibrations (Bismor,
2019). Comparative studies in the literature have ex-
amined a piezoelectric acceleration sensor specifically
designed for engine and transmission vibration mea-
surement against commercially produced accelerome-
ter signals (Bismor, 2019; Gül et al., 2021). Existing
literature consistently demonstrates that engine vibra-
tion intensity correlates with increased engine speed
and load variations (Yaşar et al., 2019).

The renowned piezoelectric sensors boast remark-
able sensitivity in detecting high-frequency vibrations,
efficiently translating mechanical impulses into elec-
trical signals. Conversely, MEMS sensors, particularly
accelerometers, stand out for their adaptability and
precision in registering vibrations across various axes
(Li et al., 2020; Ahsan, Bismor, 2023). Despite higher
noise levels compared to piezoelectric sensors, the

compact size, affordability, and expansive capacity of
MEMS sensors to measure a broad spectrum of vibra-
tion frequencies make them particularly suited for the
intricate demands of engine monitoring and diagnostic
purposes. These attributes collectively render MEMS
sensors highly adept for addressing the multifaceted
needs of engine analysis and diagnostics.

MEMS sensors, despite their versatility, encounter
two prominent challenges in the realm of engine vi-
bration analysis (Bismor, 2019). Firstly, the vibra-
tion signals obtained through MEMS sensors often ex-
hibit higher levels of noise compared to their piezo-
electric counterparts. This discrepancy in noise levels
stems from several factors rooted in the construction
and operating principles of MEMS sensors. The minia-
turized size of MEMS sensors, while advantageous for
their widespread applicability and cost-effectiveness,
can also make them more susceptible to environmen-
tal interferences and internal noise generated within
the sensor itself. Additionally, the fabrication process
and material composition of MEMS sensors may in-
troduce inherent noise that affects the accuracy of vi-
bration signal acquisition. Literature and academic re-
search underscore the significance of addressing these
noise factors in MEMS sensors to enhance their per-
formance and reliability in capturing vibration data
accurately (Rossi et al., 2023). Secondly, MEMS sen-
sors necessitate meticulous calibration to ensure syn-
chronization between the reference frequency and the
recorded frequency of vibration signals (Ahsan, Bis-
mor, 2023). Achieving this synchronization is critical
for precise analysis and interpretation of the acquired
data.

The research endeavors in this study encompass
a comprehensive analysis of engine vibrations us-
ing the MEMS sensor technology, specifically focus-
ing on the ADXL1002 accelerometer paired with the
Beaglebone Black microcontroller. The ADXL1002 ac-
celerometer interfaced with the BeagleBone Black aims
to minimize costs compared to pricier piezoelectric sen-
sors while ensuring efficient data acquisition and analy-
sis. This cost-effective approach enhances access to re-
liable vibration data crucial for accurately detecting
misfires at diverse engine operating speeds. A criti-
cal precursor to this investigation involves the calibra-
tion of the ADXL1002 accelerometer with the Beagle-
bone Black setup. Calibration procedures were meticu-
lously conducted utilizing the vibrator and signal gen-
erator to ensure accuracy and reliability in capturing
vibration data. Detailed insights into this calibration
process are extensively documented in the conference
paper (Ahsan, Bismor, 2023), providing a founda-
tion for the subsequent experimentation and analy-
sis conducted in this research. The primary objective
is to capture vibration signals emitted by the vehi-
cle engine across various operational states, includ-
ing unloaded, loaded, and misfire conditions at dif-
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ferent RPMs. In conjunction with the acquisition of
this raw vibration data, frequency-domain signal pro-
cessing techniques are employed to meticulously an-
alyze and diagnose the distinct signatures of misfire
occurrences across varying engine speeds and loads.
These techniques encompass the fast Fourier transform
(FFT), envelope spectrum (ES), and empirical mode
decomposition (EMD), each tailored to discern and
characterize the nuanced vibration patterns associated
with misfires at different operational conditions. This
multifaceted approach aims to enhance the diagnos-
tic capabilities for detecting and differentiating misfire
events, contributing to a more robust understanding of
engine performance under diverse circumstances.

2. Materials and methods

This section delineates the developed prototype
of the ADXL1002 accelerometer interfaced with the
Beaglebone Black and the meticulous calibration pro-
cess undertaken to ensure its accuracy and reliabil-
ity in capturing vibration data. Additionally, it de-
tails the methodology employed in recording vibra-
tion data from the vehicle engine across diverse oper-
ational conditions, encompassing normal, loaded, and
misfire scenarios at various RPMs, and the acquired
data is presented. This section also encompasses an
in-depth description of the different signal processing
techniques utilized for diagnosing misfire conditions,
outlining the specific methodologies employed in the
analysis of the acquired vibration data.

2.1. Calibration of ADXL1002 accelerometer

The ADXL1002 is a high-performance accelerom-
eter that measures acceleration in a single in-plane
axis. It has an analog output that is proportional
to the supply voltage and a linear frequency re-
sponse range from DC to 11 kHz. It also has a low
noise density of 25 µg/

√
Hz and a high resonant fre-

quency of 21 kHz, which make it suitable for vibra-
tion and shock sensing applications. The ADXL1002
has a self-test function, a sensitivity stability of 5 %
over temperature, and a low cross axis sensitivity of±1 %. It operates from a single supply and has a low
power consumption of 1.0 mA. It also has a standby
mode that reduces power consumption and allows
fast recovery. The ADXL1002 can withstand temper-
atures from −40 ○C to +125 ○C and comes in a small
5 mm× 5 mm× 1.80 mm LFCSP package. It is RoHS
compliant and meets the environmental standards for
electronic devices (Analog Devices, n.d.).

The calibration protocol for the ADXL1002 ac-
celerometer involves a systematic series of steps de-
signed to ensure the accuracy and reliability of data
collection (Ahsan, Bismor, 2023). Initial setup in-
cludes interfacing the accelerometer with the Beagle-

Bone Black microcontroller, establishing robust com-
munication protocols between the two systems, laying
the groundwork for subsequent calibration stages.

The experimental setup for calibration, detailed in
Fig. 1, incorporates essential components such as a signal
generator, power amplifier, vibration exciter, measur-
ing amplifier, the MEMS accelerometer (ADXL1002),
and the BeagleBone Black microcontroller, all inte-
gral to the calibration procedure. In the experimental
setup, sinusoidal signals spanning different frequencies
were generated by the function generator, initiating the
attached vibration exciter to induce vertical vibrations.
An ADXL1002 accelerometer, interfaced with the Bea-
gleBone Black, captured and recorded these induced
vibrations.

a) signal generator type SFG-2100 b) power amplifier type 2706

c) vibration exciter type 4809d) measuring amplifier type 4809

f) BeagleBone Black e) ADXL1002 accelerometer

Fig. 1. Controlled environment setup for ADXL1002 ac-
celerometer calibration: a) signal generator type SFG-2100;
b) power amplifier type 2706; c) vibration exciter type 4809;
d) measuring amplifier type 2525; e) ADXL1002 accelerom-

eter; f) BeagleBone Black.

The FFT was utilized to analyze the time-
domain vibration signals produced by the vibration
exciter, computing the recorded frequencies and sub-
sequently comparing them with the reference frequen-
cies of the input signal to the vibration exciter. Re-
markably, the plot depicted in Fig. 2 reveals a linear
relationship between the reference and measured fre-
quencies, affirming the efficiency of the ADXL1002 ac-
celerometer and reliable detection of input frequencies.

Following the frequency comparison analysis, the
sensitivity of the ADXL1002 accelerometer to recorded
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Fig. 3. Sensitivity analysis of ADXL1002 accelerometer:
a) sensitivity plotted against frequencies showcasing con-
sistent sensitivity across frequency ranges; b) sensitivity
variation with gravitational forces, highlighting an inverse
relationship between sensitivity and gravitational levels.

vibration signals was determined using the following
equation:

Si = RMS(v(fi))
gi

, (1)

where v(fi) represents the time-domain vibration sig-
nal at a specific frequency fi with i = 1,2,3, .., k,
gi denotes the acceleration of the vibration signals,
and RMS(.) denotes the root-mean-square of the sig-
nal. This sensitivity analysis was depicted in Fig. 3a,
demonstrating consistent sensitivity levels across vari-
ous frequency ranges. Additionally, Fig. 3b illustrates
the inverse proportionality between sensitivity and
gravitational force, indicating that higher gravitational
levels resulted in reduced sensitivity.

Utilizing the developed prototype of the ADXL1002
accelerometer interfaced with the BeagleBone Black,
the calibration process lays the foundation for ad-
vanced applications in misfire detection within vehicle
engine vibration data.

2.2. Vibration dataset of vehicle engine

using ADXL1002 accelerometer

Figure 4 visually depicts the placement of the ac-
celerometer on the vehicle engine, illustrating its posi-
tioning for data capture purposes. The vehicle engine
vibration dataset given in Table 1 offers a structured
overview of engine conditions across various RPMs,
loads, and misfire occurrences. Each entry in the table
corresponds to a specific engine scenario, denoted by
RPM (revolutions per minute), load intensity, and mis-
fire status. The dataset captures instances across dif-
ferent RPMs, including 1500, 2500, and 3000, coupled
with load conditions ranging from no load to half load
and full load. Moreover, the dataset signifies whether
a misfire was present or absent in each specific scenario.
This dataset serves as a comprehensive representation
of engine performance variations under different op-
erational settings, allowing for in-depth analysis and
exploration of how RPM, load, and misfire interrelate
within the context of vehicle vibrations.

Fig. 4. Placement of ADXL1002 accelerometer on vehicle
engine for vibration data collection.

To further elucidate the engine vibration dataset
captured through the ADXL1002 accelerometer, a rep-
resentation in the time domain is crucial for visual
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Table 1. Vehicle engine vibration dataset.

RPM Frequency [Hz] Load Misfire

1500 25 no load no misfire

3000 50 no load no misfire

1500 25 half load no misfire

1500 25 full load no misfire

2500 41.667 half load no misfire

2500 41.667 full load no misfire

3000 50 half load no misfire

3000 50 full load no misfire

1500 25 half load misfire

1500 25 full load misfire

2500 41.667 half load misfire

2500 41.667 full load misfire

3000 50 half load misfire

3000 50 full load misfire

comprehension. The selected vibration signals, de-
picted in Fig. 5 showcase the temporal characteristics
of engine vibrations across distinct operational states.
These signals, plotted against time, offer a direct in-
sight into the fluctuations and patterns within the
recorded vibrations during various engine conditions
at 3000 RPMs, such as load levels, and misfire occur-
rences.
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Fig. 5. Engine vibration signals at 3000 RPMs under var-
ied load conditions and misfire scenarios: a) unloaded with-
out misfire condition; b) loaded without misfire condition;

c) loaded with misfire condition.

2.3. Frequency-domain approaches

for misfire diagnoses

Misfires in a vehicle engine indeed have a tangible
impact on the vibration signal’s spectrum. These dis-

ruptions occur when the typical firing sequence of the
engine cylinders is disturbed, resulting in irregulari-
ties in the vibration pattern. The introduction of addi-
tional frequency components, particularly around the
harmonics or multiples of the engine’s firing frequency,
is a hallmark of misfires. Consequently, these irregular
firing patterns lead to distinct spikes or alterations in
the spectral content of the vibration signal. Detect-
ing these deviations becomes pivotal for diagnostics
and maintenance, necessitating advanced signal pro-
cessing techniques capable of differentiating between
load-induced alterations and the presence of misfires
within the intricate vibration signals generated during
engine operation.

2.3.1. FFT approach for misfire detection

Utilizing the FFT in the misfire and engine analy-
sis involves decomposing vibration signals into their
fundamental frequency components, unveiling spectral
patterns inherent within the signals (Lin, Ye, 2019).

The FFT algorithm computes the discrete Fourier
transform (DFT) efficiently. Mathematically, the DFT
of a discrete-time function f(n) can be represented as
follows (Lin, Ye, 2019):

F (k) = N−1

∑
n=0

f(n)e−i2πkn/N , (2)

where F (k) denotes the complex values within the
frequency domain at a specific index k. This complex
value represents the transformed signal’s amplitude
and phase at a particular frequency component. On
the other hand, f(n) signifies the discrete-time sig-
nal in the time domain at a distinct index n. The
variable N represents the total count of samples con-
stituting the time-domain signal. The term e−i2πkn/N

is a complex exponential expression encapsulating the
phase shift and frequency of individual components
within the signal.

2.3.2. Envelope spectrum approach
for misfire detection

The computation of the ES stands as an essen-
tial method to discern nuanced variations induced by
both load and misfire events. This technique entails
the extraction of the signal’s envelope, thereby high-
lighting alterations in the overall vibration behavior at-
tributed to changes in load or misfires. This approach
furnishes accurate diagnostic insights into the opera-
tional state of the engine, pinpointing specific modifi-
cations in the vibration patterns influenced by varying
loads or misfire occurrences (Ahsan, Bismor, 2022).

The ES represents the amplitude of specific fre-
quency components within a signal f(n). Mathemati-
cally, the computation of the ES involves obtaining the
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magnitude spectrum of the positive frequency compo-
nents obtained from the signal’s FFT. The equation for
the ES for a signal f(n) can be expressed as ES(k):

ES(k) = FFTpositive(k), (3)

where the symbol ES(k) signifies the ES at a specific
index k within the frequency domain representation.
Meanwhile, FFTpositive(k) represents the positive fre-
quency components extracted from the FFT computa-
tion conducted on the signal. The operation ∥ ⋅ ∥ de-
notes the magnitude operation, commonly known as
the absolute value operation. This mathematical oper-
ation retrieves the amplitude information from the pos-
itive frequency components derived through the FFT
process, allowing for the extraction of the ES show-
casing the amplitudes of distinct vibration frequencies
within the signal.

In essence, the ES is derived by taking the absolute
values of the positive frequency components obtained
through the FFT process of the signal f(n). This rep-
resentation highlights the amplitudes of selected vibra-
tion frequencies within the signal.

2.3.3. EMD approach for misfire detection

The EMD serves as an invaluable tool in analyz-
ing the intricacies of non-linear and non-stationary sig-
nals, offering a means to disentangle them into com-
ponents of varying resolutions (Liu et al., 2021). The
process of EMD involves several steps. Initially, ex-
trema, comprising local maxima and minima points,
are identified within the signal f(n). Subsequently, up-
per and lower envelopes are formed by connecting these
extrema points. The mean signal, obtained by calcu-
lating the mean of the upper and lower envelopes, is
then subtracted from the original signal f(n) to derive
the first intrinsic mode function (IMF). This process is
iteratively applied to the obtained IMF, treating it as
the new signal in each iteration, until specific conver-
gence or stopping criteria are met. The iterative nature
of EMD allows it to adapt to the characteristics of the
input signal, resulting in the successive extraction of
IMFs that collectively represent the signal’s intrinsic
oscillatory modes.

Misfires within the engine introduce additional, un-
familiar frequencies and harmonics into these vibration
signals, intensifying the intricacy of the diagnostic pro-
cess. To dissect and interpret these signals accurately,
advanced signal processing techniques are crucial in
distinguishing, analyzing, and understanding the new
frequency components attributed to misfires. EMD,
by its inherent nature, offers a potent means to han-
dle these challenges. Its ability to effectively decom-
pose signals into varying resolutions aligns with the
demands posed by the intricate nature of vibration sig-
nals, especially in the presence of misfires. Thus, EMD
emerges as a suitable technique to disentangle and in-

terpret these complex signals, facilitating a deeper un-
derstanding of the new frequency components intro-
duced by misfires and aiding in precise engine diag-
nostics.

3. Results and discussion

Figure 6 illustrates the FFT representations of vi-
bration signals at 1500 RPMs under varied load condi-
tions and misfire scenarios: unloaded without misfire,
loaded without misfire, and loaded with misfire. No-
tably, the FFT demonstrates harmonic frequency com-
ponents within the loaded vibration signals, yet fails to
reveal the 1500 RPM (25 Hz) frequency component in
the presence of a misfire, as indicated in Fig. 6.
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Fig. 6. FFT of raw vibration signals at 1500 RPMs under
varied load conditions and misfire scenarios: a) unloaded
without misfire condition; b) loaded without misfire condi-

tion; c) loaded with misfire condition.

Vibration signals recorded from vehicle engines via
MEMS sensors, like the ADXL1002 accelerometer, of-
ten encompass unwanted frequencies that deteriorate
the signal-to-noise ratio. During engine misfires, the
power associated with the misfire frequency substan-
tially diminishes, rendering it imperceptible within the
FFT representation (Fig. 6).

However, misfires within the engine generate dis-
cernible periodic impacts in the time-domain vibra-
tion signals, as depicted in Fig. 5. ES analysis serves
as a potent frequency-domain signal processing tool
capable of highlighting misfire frequencies within vi-
bration signals. Figure 7 showcases the ES representa-
tions of loaded signals without misfires, at 1500 RPMs
and 2500 RPMs. These representations underscore the
effectiveness of ES in discerning the absence of misfires
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Fig. 7. Envelope spectrum of raw vibration signals at
different RPMs under loaded and no misfire conditions:

a) 1500 RPMs; b) 2500 RPMs.

within the engine, thereby exhibiting a clear spectral
output.

Moreover, Fig. 8 illustrates the misfire frequency at
1500 RPMs (25 Hz) for both half load and full load condi-
tions. Similarly, Figs. 9 and 10 showcase the ES repre-
sentations at 2500 RPMs (41.667 Hz) and 3000 RPMs
(50 Hz), correspondingly. Specifically, Fig. 9a displays
ES for half load, while Fig. 9b present ES for full
load. Similarly, Fig. 10a exhibits ES for half load, and
Fig. 10b showcases ES for full load, illustrating the fre-
quency components pertinent to their respective mis-
fire frequencies.
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Frequency [Hz]

Fig. 8. Envelope spectrum of raw vibration signals
at 1500 RPMs under loaded and misfire conditions:

a) half load; b) full load.

The observations and discussions from the preced-
ing analysis suggest that the ES offers enhanced profi-
ciency in detecting misfires compared to the FFT ap-
plied to the raw vibration signals acquired using the
ADXL1002 accelerometer. The diagnosis of misfires in
vehicle engines utilizing the ADXL1002 accelerometer
revolves around identifying periodic impulses. Upon
misfire detection, requisite measures for periodic main-
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Fig. 9. Envelope spectrum of raw vibration signals
at 2500 RPMs under loaded and misfire conditions:

a) half load; b) full load.
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Fig. 10. Envelope spectrum of raw vibration signals
at 3000 RPMs under loaded and misfire conditions:

a) half load; b) full load.

tenance are undertaken. However, this task poses chal-
lenges due to the inherent characteristics of low signal-
to-noise ratio and interference from unwanted external
signals, as evidenced in the FFT results depicted in
Fig. 6.

Figures 11 and 12 illustrate the IMF components
pertaining to loaded conditions at 2500 RPMs and
3000 RPMs, respectively. Specifically, Fig. 11 displays
the IMF components at 2500 RPMs for the loaded con-
dition without any misfires, while Fig. 12 showcases the
IMF components at 3000 RPMs under loaded condi-
tions with misfires.

Figure 13 exhibits the FFT analysis conducted on
the first IMF extracted from vibration signals observed
at 1500 RPMs, 2500 RPMs, and 3000 RPMs, account-
ing for both half load and full load conditions. In
Figs. 13a and 13b, the display illustrates the presence
of the misfire frequency at 1500 RPMs (25 Hz), accom-
panied by discernible side harmonic frequency com-
ponents, all stemming from the combined influence of
misfires and consistent load conditions – either half
load or full load.
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Fig. 11. EMD of vibration signal at 2500 RPMs Fig. 12. EMD of vibration signal at 3000 RPMs
under loaded and without misfire condition. under loaded and misfire condition.

Frequency [Hz]

M
ag

ni
tu

de
M

ag
ni

tu
de

M
ag

ni
tu

de
M

ag
ni

tu
de

M
ag

ni
tu

de
M

ag
ni

tu
de

a)

b)

c)

d)

e)

f)

Fig. 13. FFT of the first IMF at different RPMs under loaded conditions and misfire scenarios: a) 1500 RPMs with
half load; b) 1500 RPMs with full load; c) 2500 RPMs with half load; d) 2500 RPMs with full load; e) 3000 RPMs

with half load; f) 3000 RPMs with full load.
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Similarly, Figs. 13c and 13d delineate the 42 Hz
misfire frequency, while Figs. 13e and 13f showcase the
50 Hz misfire frequency, specifically identifiable at dis-
tinct engine speeds. This analysis, applied to the first
IMF, significantly reduces unwanted signals inherent in
raw vibration data, offering a more refined representa-
tion compared to the observations depicted in Fig. 6.

4. Conclusions

This research highlights the vital role of MEMS
sensors, notably the ADXL1002 accelerometer inter-
faced with the Beaglebone Black microcontroller, in
diagnosing complex engine malfunctions. Specifically,
it focuses on identifying misfires within intricate vi-
bration datasets. The use of these sensors is crucial in
efficiently detecting misfires and other engine irregu-
larities.

The calibration process, meticulously detailed
in a previous work (Ahsan, Bismor, 2023), stands as
a fundamental aspect of this study. This calibration
ensured precision and reliability in capturing vibra-
tion data, serving as a solid foundation for subsequent
experiments and analyses.

In this research, the primary objective was to
record vibration signals across diverse operational
scenarios, encompassing unloaded, loaded, and mis-
fire conditions at varying RPMs. The vehicle en-
gine was equipped with the ADXL1002 accelerome-
ter, and vibration data were systematically recorded
under distinct conditions: at 1500 RPMs, 2500 RPMs,
and 3000 RPMs. The recorded scenarios included
unloaded without misfire, loaded without misfire,
and loaded with misfire conditions. Subsequently, the
collected data was presented and analyzed in both
the time-domain and the frequency-domain to visual-
ize the effects of misfires and varying loads on vibration
signals.

Additionally, this involved the application of ad-
vanced frequency-domain signal processing techniques
such as FFT, ES, and EMD. These methods were care-
fully designed to distinguish distinctive patterns signi-
fying engine misfires, specifically when considering di-
verse engine RPMs and loads. This strategic approach
substantially amplified our capability to diagnose and
understand potential engine issues. The efficiency of
applying FFT directly to the raw vibration data was
hindered by the presence of unwanted signals and ex-
ternal noises, making misfire detection challenging. To
address this issue, EMD was employed to decompose
the vibration signal into distinct frequencies. Subse-
quently, FFT was applied to the first IMF to pinpoint
the misfire frequency variations at different RPMs.
This method proved effective in diagnosing misfire fre-
quencies within the vibration signals obtained through
the use of the ADXL1002 accelerometer in the vehi-
cle engine. Furthermore, it not only enabled the pre-

cise identification of misfires but also provided intricate
insights into the precise vibrational characteristics as-
sociated with varying engine conditions.
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8. Gül M., Karaer M., Doǧan A. (2021), Design of
piezoelectric acceleration sensor for automobile ap-
plications, International Journal of Automotive Sci-
ence And Technology, 5(4): 398–403, doi: 10.30939/
ijastech..1006197.

9. Hmida A., Hammami A., Chaari F., Amar M.B.,
Haddar M. (2021), Effects of misfire on the dy-
namic behavior of gasoline Engine Crankshafts, En-
gineering Failure Analysis, 121: 1–19, doi: 10.1016/
j.engfailanal.2020.105149.

10. Kumano K., Akagi Y., Matohara S., Uchise Y.,
Yamasaki Y. (2020), Using an ion-current sensor in-
tegrated in the ignition system to detect precursory
phenomenon of pre-ignition in gasoline engines, Ap-
plied Energy, 275: 115341, doi: 10.1016/j.apenergy.
2020.115341.

11. Li S., Zhang Y., Wang L., Xue J., Jin J., Yu D.
(2020), A CEEMD method for diesel engine misfire
fault diagnosis based on vibration signals, [in:] 2020

https://doi.org/10.1109/TIM.2022.3192254
https://doi.org/10.1007/978-3-031-35170-9_28
https://doi.org/10.1007/978-3-031-35170-9_28
https://doi.org/10.24425/acs.2023.146961
https://www.analog.com/en/products/adxl1002.html
https://www.analog.com/en/products/adxl1002.html
https://doi.org/10.1155/2021/6650932
https://doi.org/10.1007/s40430-021-03052-y
https://doi.org/10.30939/ijastech..1006197
https://doi.org/10.30939/ijastech..1006197
https://doi.org/10.1016/j.engfailanal.2020.105149
https://doi.org/10.1016/j.engfailanal.2020.105149
https://doi.org/10.1016/j.apenergy.2020.115341
https://doi.org/10.1016/j.apenergy.2020.115341


516 Archives of Acoustics – Volume 49, Number 4, 2024

39th Chinese Control Conference (CCC ), pp. 6572–
6577, doi: 10.23919/CCC50068.2020.9189312.

12. Lin H.-C., Ye Y.-C. (2019), Reviews of bearing vi-
bration measurement using fast Fourier transform and
enhanced fast Fourier transform algorithms, Advances
in Mechanical Engineering, 11(1): 1–12, doi: 10.1177/
1687814018816751.

13. Liu X., Shi G., Liu W. (2021), An improved em-
pirical mode decomposition method for vibration sig-
nal, Wireless Communications and Mobile Computing,
pp. 1–8, doi: 10.1155/2021/5525270.

14. Naveen Venkatesh S. et al. (2022), Misfire detection
in spark ignition engine using transfer learning, Com-
putational Intelligence and Neuroscience, pp. 1–13, doi:
10.1155/2022/7606896.

15. Rossi A., Bocchetta G., Botta F., Scorza A.
(2023), Accuracy characterization of a MEMS accel-
erometer for vibration monitoring in a rotating frame-
work, Applied Sciences, 13(8): 5070, doi: 10.3390/app
13085070.

16. Sharma A., Sugumaran V., Babu Devasenapati S.
(2014), Misfire detection in an IC engine using vibra-
tion signal and decision tree algorithms, Measurement,
50: 370–380, doi: 10.1016/j.measurement.2014.01.018.

17. Syta A., Czarnigowski J., Jakliński P. (2021),
Detection of cylinder misfire in an aircraft engine us-

ing linear and non-linear signal analysis, Measurement,
174: 108982, doi: 10.1016/j.measurement.2021.108982.

18. Tamura M., Saito H., Murata Y., Kokubu K.,
Morimoto S. (2011), Misfire detection on internal
combustion engines using exhaust gas temperature
with low sampling rate, Applied Thermal Engineering,
31(17–18): 4125–4131, doi: 10.1016/j.applthermaleng.
2011.08.026.

19. Tao J., Qin C., Li W., Liu C. (2019), Intelligent
fault diagnosis of diesel engines via extreme gradient
boosting and high-accuracy time-frequency informa-
tion of vibration signals, Sensors, 19(15): 3280, doi:
10.3390/s19153280.

20. Wang J. et al. (2022), Misfire and knock detection
based on the ion current inside a passive pre-chamber
of gasoline engine, Fuel, 311: 122528, doi: 10.1016/
j.fuel.2021.122528.

21. Yaşar A., Keskin A., Yıldızhan S., Uludamar E.
(2019), Emission and vibration analysis of diesel engine
fuelled diesel fuel containing metallic based nanopar-
ticles, Fuel, 239: 1224–1230, doi: 10.1016/j.fuel.2018.
11.113.

22. Zhou H., Meng S., Han Z. (2023), Combustion char-
acteristics and misfire mechanism of a passive pre-
chamber direct-injection gasoline engine, Fuel, 352:
129067, doi: 10.1016/j.fuel.2023.129067.

https://doi.org/10.23919/CCC50068.2020.9189312
https://doi.org/10.1177/1687814018816751
https://doi.org/10.1177/1687814018816751
https://doi.org/10.1155/2021/5525270
https://doi.org/10.1155/2022/7606896
https://doi.org/10.3390/app13085070
https://doi.org/10.3390/app13085070
https://doi.org/10.1016/j.measurement.2014.01.018
https://doi.org/10.1016/j.measurement.2021.108982
https://doi.org/10.1016/j.applthermaleng.2011.08.026
https://doi.org/10.1016/j.applthermaleng.2011.08.026
https://doi.org/10.3390/s19153280
https://doi.org/10.1016/j.fuel.2021.122528
https://doi.org/10.1016/j.fuel.2021.122528
https://doi.org/10.1016/j.fuel.2018.11.113
https://doi.org/10.1016/j.fuel.2018.11.113
https://doi.org/10.1016/j.fuel.2023.129067


Archives of Acoustics Vol. 49, No. 4, pp. 517–526 (2024), doi: 10.24425/aoa.2024.148809

Research Paper

Feasibility of Using Wavelet Analysis and Machine Learning Method

in Technical Diagnosis of Car Seats

Cezary BARTMAŃSKI, Alicja BRAMORSKA∗

Department of Acoustics, Electronics and IT Solutions Central Mining Institute
National Research Institute

Katowice, Poland

∗Corresponding Author e-mail: abramorska@gig.eu

(received October 24, 2023; accepted June 10, 2024; published online August 27, 2024)

This paper presents the results of preliminary research aimed at developing a method for rapid, non-
contact diagnostics of the electric drive of car seats. The method is based on the analysis of acoustic signals
produced during the operation of the drive. Pattern recognition and machine learning processes were used in
the diagnosis. A method of feature extraction (diagnostic symptoms) using wavelet decomposition of acoustic
signals was developed. The discriminative properties of a set of diagnostic symptoms were tested using the
“Classification Learner” application available in MATLAB. The obtained results confirmed the usefulness of
the developed method for the technical diagnostics of car seats.

Keywords: acoustic diagnostics; wavelet decomposition; machine learning.

Copyright © 2024 The Author(s).

This work is licensed under the Creative Commons Attribution 4.0 International CC BY 4.0
(https://creativecommons.org/licenses/by/4.0/).

1. Introduction

The subject of this study is the mechanical con-
struction of a car seat with a driving device allowing
to change the angle of the seat backrest. The device
consists of an electric motor and a gearbox (Fig. 1)
and is a compact module without the possibility of dis-
assembling it, for example, for repair. In the event of
failure or malfunction, the manufacturer replaces the
entire module.

Drive 
mechanism 

Fig. 1. Appearance of the drive mechanism of a car seat.

The main goal of the research is to develop a quick
method for diagnosing the seat construction at the pro-
duction stage. Due to the postulated speed of diagnosis
and the small size of the drive device, it is decided to
look for a solution based on the analysis of acoustic
signals generated by the operating drive device. This
choice is justified due to the generally well-known high
content of relevant information about the state of the
object in the acoustic signal generated during its op-
eration (Basztura, 1996; Lin, 2001; Głowacz, 2014;
Pawlik, 2019).

The starting point for the study was a small batch
of seats (11 pieces) supplied by the manufacturer.
Some of the seats were marked as good (meeting the
manufacturer’s requirements) and the rest as defective.
According to the manufacturer’s requirements, diag-
nostics of subsequent batches of seats should catego-
rize them into two classes: good (technically efficient)
and bad (defective) without identifying the specific de-
fective component. The problem presented here falls
under a topic referred to in literature as pattern recog-
nition. It deals with the recognition of the affiliation of
various objects to certain predefined classes. Objects
within each class may differ more or less from each

https://acoustics.ippt.pan.pl/index.php/aa/index
mailto:abramorska@gig.eu
https://creativecommons.org/licenses/by/4.0/
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other, and the number of objects within each class can
be any.

The pattern recognition process is divided into two
parts called feature extraction and classification. In the
first part, characteristic features are extracted from
the measured signal. In the second part, calculations
are performed on the set of these features using the in-
formation contained in the so-called learning sequence.
A learning sequence is a previously prepared set of fea-
tures representing objects for which the correct clas-
sification is known. As a result of these calculations,
a decision is made as to which class the recognized ob-
ject belongs to (Duda, Hart, 1973; Sun et al., 2004;
Xi et al., 1997).

2. Test stand and measurement database

The work is performed on a test stand used in the
laboratory for measuring the sound power level of me-
chanical equipment, which was adapted to the needs
of the present work (Fig. 2).

the second part, calculations are performed on the set of these features using the information 

contained in the so called learning sequence. A learning sequence is a previously prepared set

of features representing objects for which the correct classification is known. As a result of 
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Fig. 2. View of test stand.

The stand is located in a laboratory hall measuring 9.3 m 7 m 5.2 m. The hall has smooth 

walls and a floor covered with ceramic tiles to reflect acoustic waves. The room is partially 

filled with laboratory furniture. Following the guidelines in Annex A of (International

Organization for Standardization, 2010), the mentioned test environment was classified as a 

rectangular industrial room with an average sound absorption coefficient = 0.15.
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shapes 

Fig. 2. View of test stand.

The stand is located in a laboratory hall measur-
ing 9.3 m× 7 m× 5.2 m. The hall has smooth walls and
a floor covered with ceramic tiles to reflect acoustic
waves. The room is partially filled with laboratory fur-
niture. Following the guidelines in Annex A of (Inter-
national Organization for Standardization, 2010), the
mentioned test environment was classified as a rectan-
gular industrial room with an average sound absorp-
tion coefficient of a = 0.15.

The seat structure is fixed to the floor by loading
the seat base with two heavy steel fittings, ensuring
its immobilization during testing (Fig. 2). In the ini-
tial stage of testing, microphones mounted on measure-
ment stands were placed at the vertices and in the cen-
ter of the walls of the virtual cuboid surrounding the
test object – a total of 9 measurement points were es-
tablished (Fig. 3). The dimensions of the cuboid were
chosen so that the distance from the walls to the test

Fig. 3. Arrangement of microphones on test bench.

object was 0.5 m. The individual microphones were ori-
ented so that their axes:

– were perpendicular to the measurement plane for
measurement points no. 1, 2, 5, 6, and 9;

– indicated the point of intersection of the diagonals
of the perpendicular for measurement points no. 3,
4, 7, and 8.

The small distance, compared to the size of the
hall, minimizes the influence of the reflected wave on
the recorded signal. Nevertheless, it should be noted
that in the case of the presented research, it is not
important to determine the exact value of the sound
pressure level, but rather to determine the interrela-
tionships of the different parts of the signal spectrum,
as will be discussed later in the article.

The acoustic signal was recorded during the op-
eration of the driving device for two directions of
seat backrest movement: forward and backward. The
time of backrest movement between extreme positions
was approximately 20 s. The signals were recorded
on a PULSE digital recorder, manufactured by Brüel
& Kjær. The time courses of these signals and their
measured features allow them to be classified, in ac-
cordance with the systematics used in the literature
on signal analysis, as transient non-stationary sig-
nals (Piersol, 1989; Szabatin, 2000). An example
of the time course of the recorded signals is shown
in Fig. 4.

Measurements of the acoustic background noise in
the hall indicate that the S/N ratio of the recorded
acoustic signals was more than 13 dB. This testifies
to the negligible influence of the acoustic background
noise on the signal under study.

It is necessary to ensure that the acoustic environ-
ment at the future location of the manufacturer’s di-
agnostic station is comparable to the current one.

Initially, the signals were recorded in the acoustic
range up to 20 kHz. Frequency analysis indicates that
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a)

b)

Fig. 4. Time course of the acoustic signal generated by the seat drive device: a) technically efficient seat; b) defective seat.

the spectra of these signals are dominated by compo-
nents in the range of 20 Hz–60 Hz, and the maximum
frequency practically does not exceed 200 Hz. Figure 5
shows an example of the spectra of the signals gen-
erated by the technically efficient and defective seats,
respectively. Unfortunately, it was found that in each
case, the differences of the spectra are not as clear as il-
lustrated in the figures. Differences were also observed
in the spectra of the signals generated for different di-
rections of backrest movement for both the technically
efficient and defective seats.

Measurements were made on all 11 seats – 5 seats
marked as good and 6 seats marked as not meeting the

a)

b)

Fig. 5. Acoustic signal spectrum: a) technically efficient seat; b) defective seat.

manufacturer’s requirements. The recordings of mea-
sured signals, in the form of samples of instantaneous
values, constituted the measurement database for the
further part of the work.

The levels of signals recorded at particular points
of the grid did not differ significantly; however, at mea-
surement points 1, 2, and 5 (at the height of h =
0.60 m) this level was higher. Finally, for the planned
future measurements, one point of microphone installa-
tion was selected, i.e., point 5, located near the drive
mechanism of a seat, and for the recordings made at
this point further signal processing and calculations
were performed.
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3. Feature extraction

Vibroacoustic signals produced during the opera-
tion of mechanical equipment carry important infor-
mation about the dynamic processes within them.
Therefore, the analysis of vibroacoustic signals is one
of the most important methods used in condition mon-
itoring and technical diagnostics of equipment.

In practice, many methods of signal analysis, e.g.,
FFT, STFT, Wigner-Ville distribution are used in this
area (Tang et al., 2010). Among these, wavelet analy-
sis is currently one of the most advanced tools of sig-
nal analysis, confirmed by numerous practical appli-
cations. It covers almost all aspects of technical di-
agnostics of mechanical equipment, including time-
frequency analysis of signals, fault feature extraction,
singularity detection for signals, denoising and extrac-
tion of weak signals, compression of signals, and system
identification (Batko et al., 2005; Han et al., 2022;
Tang et al., 2010; Peng, Chu, 2004; Lin, Qu, 2000;
Staszewski, 1998; Huang, Solorzano, 1971; Yang
et al., 2022).

The review of the results of the spectral analysis of
the acoustic signals produced by the working seat drive
device indicates that there are differences in the spec-
tra between the objects marked, according to the man-
ufacturer’s criteria, as good and bad. However, there
are also differences between both good and bad ob-
jects.

The aim of processing recorded acoustic signals is
to extract information about the individual character-
istics of particular signals contained in their spectrum.
In the discussed situation, it concerns the information
allowing to make a decision about the technical condi-
tion of the tested object.

As the basic idea of creating the feature vector, we
have established the development of a discrete repre-
sentation of the acoustic signal into a functional se-
ries, followed by the separation of components of this
expansion that carry significant energy of the signal.
Coefficients of the selected components of this expan-
sion will constitute the components of the feature vec-
tor (Peng, Chu, 2004).

In this paper, it was decided to use the method
of wavelet analysis of signals to implement the feature
extraction process. The basis of this analysis is the de-
composition of the signal based on a set of orthogonal
basis functions, called wavelets. The set of basis func-
tions is generated by scaling and shifting the so-called
mother wavelet in the time domain. The decomposi-
tion allows the signal to be represented as a super-
position of wavelets. The coefficients of this superpo-
sition, called wavelet coefficients, are determined by
the wavelet transform of the signal. The values of the
wavelet coefficients measure the degree of correlation
between the signal and the wavelet, making the proper
choice of wavelet type crucial.

The values of the components of the feature vec-
tors are a function of the type of wavelet selected for
analysis. The purpose of selecting a particular wavelet
is to obtain the strongest possible correlation between
the signal with a small number of basis wavelets. As
mentioned earlier, the values of wavelet coefficients are
a measure of the degree of correlation between the
wavelet and the signal.

The selection of the wavelet was done experi-
mentally. A test was performed by decomposing the
recorded signals using different wavelets and selecting
the wavelet showing the highest degree of correlation
with the signal. The parameter to be evaluated in this
experiment was chosen as the maximum value of the
modulus of the wavelet coefficients for each level of
decomposition, according to the formula:

cDkMAX =max
{dk}

∣dk [i]∣, (1)

where k is the decomposition level index, i is the index
of the element in the sequence of wavelet coefficients,
dk[i] is the sequence of coefficients at the k-th decom-
position level.

The wavelets from the Daubechie, Symlet, and
Coiflet families were examined. In light of these stud-
ies, no specific wavelet type was found to be particu-
larly advantageous for the feature extraction process.
However, several wavelets performed favorably in this
regard. For this reason, further studies were limited to
two wavelets, i.e., db10 and sym7.

A key challenge in the effectiveness of the diag-
nostics is the correct selection of features and their
number, which determines the structure of the feature
vector. A review of the literature on the subject indi-
cates that there are many ways to optimize the pro-
cess of feature selection. It is worth mentioning the
main approaches for solving this problem. These in-
clude: thresholding methods, using wavelet entropy to
optimize parameters of the wavelet function, selecting
the proper coefficients using statistical criteria, em-
ploying wavelet packet coefficients as features, and us-
ing principal component analysis (PCA) to reduce the
size of the feature space extracted from wavelet coeffi-
cients (Białasiewicz, 2004; Peng, Chu, 2004; Syed,
Muralidharan, 2022; Qiu et al., 2006; Ding et al.,
2023).

For the sake of completeness, it is worth noting
that the above-mentioned method of feature extrac-
tion based on wavelet coefficient selection does not ex-
haust the possibilities offered by wavelet analysis of sig-
nals. Other methods mentioned in the literature, which
are not the subject of this paper, can be classified as:
wavelet energy-based, singularity-based, and wavelet
function-based methods, etc. (Peng, Chu, 2004).

In the classical wavelet analysis method, the sig-
nal is decomposed into two lower-resolution repre-
sentations of the signal: a detailed representation
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and a coarse representation (signal approximation).
The coarse representation can also be represented
as the sum of the detailed and coarse representa-
tions from the previous resolution level. Thus, the de-
tailed representation at a given resolution level does
not change after each subsequent decomposition step,
while the sequence of detailed representations, which
characterize the analyzed signal, increases by one ele-
ment (Fig. 6).

a j

a j+1

a j+2

a j+3

d j+1

d j+2

d j+3

Fig. 6. Multiresolution signal decomposition scheme
for three resolution levels.

The signal separation operation, which is a single
level of wavelet decomposition from a signal of a given
resolution level, is equivalent to its filtering by a set
of digital quadrature low-pass and high-pass filters,
and a subsequent downsampling operation (Fig. 7).

a j
g

h 2

2
d j+1

d j+1

Fig. 7. Single level signal decomposition: h – low pass filter;
g – high pass filter; ↓2 – decimation symbol.

Fig. 8. Division of the signal band as a result of signal decomposition.

Table 1. Bandwidth of selected signal decomposition components.

Feature vector component 1 2 3 4 5 6

Component designation D6 D5 D4 D3 D2 D1

Frequency range f [Hz] 4–8 8–16 16–32 32–64 64–128 128–256

The result of low-pass filtering is a sequence of sam-
ples that is the coarse approximation of the signal (ai),
while the result of high-pass filtering is a sequence
of samples representing the details of the signal (di)
at the immediately lower resolution level. Decimation,
which involves removing every second sample from the
resulting sample sequences at the output of the fil-
ters, prevents the introduction of redundant informa-
tion into these sequences. The described iterative algo-
rithm for determining the discrete wavelet transform
(defined for discrete values of scale and shift parame-
ters) is named, after its creator, the Mallat algorithm
(Mallat, 1989).

A decomposition of the signals up to level 8 reso-
lution was performed. The components of the feature
vector x were computed from a sequence of wavelet co-
efficients of individual level decompositions. The indi-
vidual components of the feature vector contain infor-
mation about individual features of the signal, con-
tained in a specific frequency range resulting from
the division of the band into halves in subsequent
stages of the decomposition of the analyzed signal
(Fig. 8).

Considering the bandwidth of the measurement
path for the acoustic signals, the decomposition com-
ponents labeled D7 and D8 were excluded, as they fall
outside the measurement bandwidth. Finally, the num-
ber of components in the feature vector, and thus the
dimension of the feature space is n_wt = 6. The band-
widths of the decomposition components at the se-
lected resolution levels, from which the individual com-
ponents of the feature vectors were calculated, are
shown in Table 1.
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*.uff / *.txt Decimation Normalization Wavelet
decomposition

Feature 
extraction

Save feature 
vector

Fig. 9. Block diagram of the process of creating a feature vector.

The feature vector component value was defined as
the root mean square (RMS) value of the reconstructed
decomposition components based on the sequence of
wavelet coefficients at a given decomposition level:

xj =
¿ÁÁÀ 1

Nk

⋅
Nk

∑
i=1

(dk [i])2, (2)

where j – the designation of the component of the fea-
ture vector, k – the decomposition level indicator, Nk –
the number of wavelet coefficients for the k-th decom-
position level, and dk[i] – the i-th wavelet coefficient
of the k-th decomposition level.

Feature extraction is only one, but nevertheless an
essential, component of the feature vector creation pro-
cess. The entire process is shown in Fig. 9.

Files downloaded from the recorder (*.uff), con-
taining samples of instantaneous values of the acoustic
signal are processed into format suitable for MATLAB
(*.txt). The sampling frequency during recording was
fs = 65536 Hz. This value was chosen during the pre-
liminary research stage for problem recognition. Con-
sidering the found spectrum of the studied acoustic sig-
nals, this frequency can be significantly reduced, which
allows for a decrease in the size of the registration files
without losing the information contained in the spec-
trum. The recordings were resampled (decimated) to
a sampling frequency of fs_res = 512Hz. After normal-
izing the signal energy, the recordings are subjected
to wavelet decomposition as described above, and the
feature vector values are calculated from the obtained
sample sequences.

In classical wavelet analysis of signals, one should
pay attention to high bandwidth of most decomposi-

Fig. 11. Division of the signal band as a result of signal decomposition using wavelet packets.

tion components that may mask differences in the spec-
tra of signals generated by objects in different techni-
cal conditions. Therefore, it was decided to investigate
whether improving the frequency resolution of signal
analysis by increasing the resolution would enhance
the discriminative properties of the feature vectors.
The decomposition of signals with the use of wavelet
packets makes it possible to perform such tests.

Wavelet packets are a generalized method of sig-
nal decomposition using discrete wavelet transform. In
this approach, the subsequent decomposition of the
signal can be subjected to both a coarse representa-
tion and a detailed representation of the signal. This
creates the possibility of analyzing different selected
parts of the signal spectrum with higher resolution.
A schematic of signal decomposition using wavelet
packets, for example at three levels of resolution, is
shown in Fig. 10.

w0,0

w1,0 w1,1

w2,2w2,1w2,0

w3,4w3,3w3,2w3,1w3,0 w3,5 w3,6 w3,7

w2,3

Fig. 10. Signal decomposition scheme using wavelet
packets.

The division of the analyzed signal’s frequency
band corresponding to this decomposition scheme is
shown in Fig. 11.
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Signal decompositions for the seventh resolution lev-
el were performed. The number of decomposition com-
ponents is 27 = 128 and the frequency bandwidth of
individual decomposition components is Bi = 2 Hz. On
the basis of the analysis of the registration spectra
(Fig. 5), it should be expected that certain features
of the acoustic signal, being a function of the dynamic
properties of the seat mechanical system design, will
manifest themselves in the frequency range of a few to
several tens of Hz. Therefore, limiting the signal analy-
sis to this frequency range allowed us to significantly
reduce the number of decomposition components taken
into account in further processing. This number was
reduced to n_wp = 26.

The method for calculating the values of the in-
dividual components of the feature vector remained
the same as previously described (Eq. (1)). Also, the
signal processing operations, preceding the process of
calculating the values of feature vector components,
remained unchanged (Fig. 9).

Programming work, related to the implementation
of the developed algorithms, was carried out using the
MATLAB software platform. An example of the ap-
plication’s interface for signal decomposition using the
classical wavelet analysis method is shown in Fig. 12.

The application was designed to support research
related to the generation of a feature vector based on
acoustic signal recordings produced during the opera-
tion of the seat drive device. It includes the last three
stages of the feature vector generation process, shown
in Fig. 9, i.e., wavelet decomposition, feature extrac-
tion, and save feature vector.

Fig. 12. Appearance of wavelet decomposition application interface.

The application’s input data are digital recordings
of acoustic signals, provided as files containing sam-
ples of the signal’s instantaneous values, after prepro-
cessing (i.e., conversion to uff/txt format, decimation,
normalization (Fig. 9)).

Pressing the “get and show” button expands the
window to display a list of all registrations contained
in the specified directory, indicated by the path. After
selecting a registration, the time waveform and signal
spectrum are displayed. Additional information, such
as sampling frequency, number of registration samples,
name of the downloaded file, parameters of the FFT
algorithm is also displayed. The spectrum graph can
be changed, to highlight important parts by chang-
ing some parameters of the FFT algorithm and ac-
tivating these changes with the “change and show”
button.

The main part of the algorithm, after selecting the
type of wavelet, is initiated with the decomposition
button. As a result, it displays the time waveforms of
the reconstructed components for the assumed eight
decomposition levels. They illustrate the energy of the
signals representing each decomposition level. A graph
and a table containing the RMS values of the wavelet
coefficient sequences for the selected decomposition
levels are also displayed. These values represent the
components of the feature vector.

The result of the application is saved to disk in
the directory specified by the path in the “folder for
saving vector” after pressing the save vector button.
Successful completion of this operation is indicated by
the green color of the LED indicator.
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4. Classification

The described algorithms were used to create sets
of feature vectors, which serve as input data for the
classification algorithms.

Each component of feature vector can be consid-
ered as a coordinate in a space called feature space.
In this context, each diagnosed object corresponds to
a point in that space called a picture, and a set of
objects, belonging to one class corresponds to a cer-
tain area encompassing set of their pictures. From the
point of view of diagnostics (the recognition process),
a desirable situation occurs when, as a result of an ap-
propriate choice of the structure of the feature space,
images of objects of different categories occupy discon-
nected areas. In practice, these areas partially overlap
(intermingle), causing diagnostic errors.

To test discriminative properties of the feature vec-
tors we used the “Classification Learner” application
available in MATLAB program. This application in-
cludes a set of classification algorithms allowing exper-
imental selection of the optimal algorithm for a specific
application. The classification results presented below
were obtained for the K-nearest neighbor algorithm
(for K = 3) and decision trees. It should be noted that
the final choice of the classification algorithm should
be made on a much larger dataset of diagnosed objects,
and will most likely differ from the already indicated
algorithms. Nevertheless, the obtained results suggest
that the feature vectors generated using wavelet analy-
sis of the signal exhibit discriminatory properties, en-
abling the effective diagnosis of the tested seats.

Due to the small number of tested objects, and the
consequently small length of the learning sequence,
the testing of particular algorithms included in the

a) b)

Fig. 13. Results of classical wavelet analysis: a) scatterplot of points in feature space for the two components of the learning
sequence; b) confusion matrix.

mentioned application was performed according to
the method known in the literature as leave-one-out
(Sobczak, Malina, 1985). From the set of feature
vectors, one feature vector is selected and treated as
the test vector. The rest of the set is treated as the
learning set. This procedure is repeated for each vec-
tor in the set.

Figure 13 shows an example of a scatterplot in fea-
ture space for two selected components and the so-
called confusion matrix for the learning sequence ob-
tained by classical wavelet analysis.

What draws attention is the grouping of images
(points) in the feature space corresponding to dam-
aged objects (blue dots). For this learning sequence,
two objects were incorrectly diagnosed, as indicated
by the confusion matrix.

For feature vectors generated using wavelet pack-
ets, their discriminatory properties were tested with
a feature space dimension of n_wp = 26, as already
noted.

Figure 14 shows an example of the scatter of points
in the feature space, for two selected components and
the so-called confusion matrix, for the learning se-
quence, obtained by analysis using wavelet packets.

The feature space images corresponding to both
good and bad objects occupy disjoint areas, although
their close proximity may cause misdiagnosis. Qualita-
tively, the test results are somewhat better than the
results of the testing a set of feature vectors obtained
with the classical method. In this case, one object was
misdiagnosed, as shown in the confusion matrix.

Due to the very small number of test objects and
the consequently short length of the learning sequence,
no far-reaching conclusions can be drawn from the
above results, although they are promising.
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a) b)

Fig. 14. Results of wavelet packed analysis: a) scatterplot of points in feature space for the two components of the learning
sequence; b) confusion matrix.

The small number of research objects was caused
by the Coronavirus pandemic and the resulting mini-
mized possibilities of contacts with the seat manufac-
turer and the successive delayed acquisition of addi-
tional research objects. It is assumed that the possibil-
ity of accessing a large number of tested seats will soon
be restored, allowing for the successive expansion of the
measurement database, as was originally planned.

5. Conclusions

The obtained results indicate the potential of using
wavelet analysis of acoustic signals generated during
the operation of the diagnosed mechanical device in
technical diagnostics. The feature vectors generated
according to the presented algorithms have discrimi-
native properties, allowing for diagnostics of the tested
devices using machine learning methods.

As predicted, due to the increased frequency reso-
lution of the diagnostic signal analysis, feature vectors
generated using wavelet packets showed better discrim-
inatory properties than those generated using classical
wavelet analysis method.

Despite the fact that the obtained results are sat-
isfactory, the effectiveness of the diagnostic method
cannot be reliably assessed due to the small number
of tested objects. This limitation was caused by objec-
tive difficulties.

The research is planned to be continued as orig-
inally intended. The machine learning method re-
quires access to a large number of diagnosed objects
and the creation, as a result of their research, of
a database of diagnostic symptoms (features vectors).
Based on these database resources, learning and test-
ing sequences will be created. For optimal selection of

the classifier algorithm and to determine the effective-
ness of the developed diagnostic method, it is necessary
to use independent learning and testing sequences dur-
ing testing.
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The sound quality of transmission system noise significantly impacts user experience. This study aims to
predict the sound quality of dual-phase Hy-Vo chain transmission system noise using a small sample size. Noise
acquisition tests are conducted under various working conditions, followed by subjective evaluations using the
equal interval direct one-dimensional method. Objective evaluations are performed using the Mel-frequency
cepstral coefficient (MFCC). To understand the impact of the MFCC order and the frame number on predic-
tion accuracy, MFCC feature maps of different specifications are analyzed. The dataset is expanded threefold
using fuzzy generation with an appropriate membership degree. The convolutional neural network (CNN) is
developed, utilizing MFCC feature maps as inputs and evaluation scores as outputs. Results indicate a pos-
itive correlation between the frame number and prediction accuracy, whereas higher MFCC orders introduce
redundancy, reducing accuracy. The proposed CNN method outperforms three traditional machine learning
approaches, demonstrating superior accuracy and resistance to overfitting.
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1. Introduction

The silent chain transmission system is widely used
in automobiles, motorcycles, and forklifts because of
its low noise, high reliability, and high motion accu-
racy. As an advanced product of the silent chain, the
Hy-Vo chain transmission system reduces the polygon
effect because of the rocker pin. Based on the principle
of bidirectional superposition, the dual-phase Hy-Vo
chain transmission system can further reduce the poly-
gon effect, vibration, and noise. In previous studies,
researchers mainly focused on the design of the dual-
phase Hy-Vo chain transmission system, with empha-
sis on the coupling effect between size parameters and
the polygon effect (Cheng et al., 2015; 2016a; 2016b;
2023). So far, the noise related research of the dual-
phase Hy-Vo chain transmission system has not been
involved.

A lot of studies have shown that noise can seri-
ously harm people’s mental and physical health (Bas-
ner et al., 2014; Dratva et al., 2012). Therefore, con-

sumers are also paying more attention to the use expe-
rience of low noise. Recently, there have been more and
more researches on the sound quality in various fields
(Song, Yang, 2022; Ruan et al., 2022; Park et al.,
2020). In common sound quality prediction methods,
acoustic parameters such as A-weighted sound pressure
level (A-SPL), loudness, sharpness, roughness, fluctu-
ation, and articulation index (AI) are used as inputs
(Wang et al., 2022; Chen et al., 2022). Wang et al.

(2022) proposed a nonlinear sound quality modeling
method that uses an extreme gradient boosting algo-
rithm to predict the overall sound quality inside a pure
electric car. Chen et al. (2022) used the backpropa-
gation neural network and support vector regression
(SVR) to predict the sound quality of tractors, and
used a genetic algorithm to optimize the parameters
of the prediction models. To predict the sound qual-
ity using the convolutional neural network (CNN), the
researchers introduced various feature maps as inputs
(Huang et al., 2021; Jin et al., 2021). Huang et al.

(2021) converted the objective parameter evaluation

https://acoustics.ippt.pan.pl/index.php/aa/index
mailto:chengyb@jlu.edu.cn
https://creativecommons.org/licenses/by/4.0/
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into feature graphs and proposed a prediction method
with an adaptive learning rate tree based on CNN.
Jin et al. (2021) demonstrated that MFCC can dis-
tinguish noise of different sound qualities and used
MFCC feature maps as inputs to predict the trans-
mission sound quality. In the above studies on sound
quality prediction, neural networks are widely used be-
cause of their strong ability to adjust to nonlinearity.
However, when the number of samples is insufficient,
the accuracy of a prediction model will be poor.

To predict the sound quality in the case of small
samples, we have the following studies in this paper:
firstly, we collected the noise of the dual-phase Hy-Vo
chain transmission system under different working con-
ditions. Random 5 s clips are taken from each noisy
audio for subsequent processing. Based on the equal
interval direct one-dimensional evaluation method, all
noise samples are subjectively evaluated by the testers.
Secondly, we calculate the MFCC for each sample. The
standard MFCC only reflects the static characteristics
of the noise, and the dynamic characteristics can be
described by the difference of these static character-
istics. To further study the influence of MFCC order
and frame number on the prediction effect, we con-
struct MFCC feature maps of different sizes as inputs
of the prediction model. Thirdly, we propose a data
enhancement method called fuzzy generation based
on the fuzzy phenomenon in the subjective evalua-
tion. By constructing the membership function of each
noise sample, the appropriate membership degree is
selected for sample generation. After the dataset is ex-
panded, we build a CNN model for the sound quality
prediction, and the prediction results show that the
full-frame standard MFCC feature map has the best
prediction effect when the membership degree is 0.9.

Noise test

Sample pretreatment

Subjective evaluation

Correlation test

Calculating MFCC

MFCC feature maps 
of different 

specifications

Construct membership 
function

Select membership 
degree

Random perturbation 
expands the dataset

Comparative 
analysis

Sound 
quality 

prediction 
model

Calculating six 
acoustics parameters

GRNN
SVR
RR

CNN

Fig. 1. Flow chart of sound quality prediction model construction.

The more frames, the more complete the information
contained in the MFCC, and the higher the predic-
tion accuracy. However, higher order MFCC contains
more redundant information, which will damage the
prediction accuracy of the model. Finally, three com-
mon sound quality prediction methods are used in this
paper, including the generalized regression neural net-
work (GRNN), SVR, and ridge regression (RR). For
each noise sample, we calculate six acoustic parameters
(A-SPL, loudness, sharpness, roughness, fluctuation,
and AI) as inputs. The comparative results show that
the proposed new method has the lowest prediction er-
ror and strong resistance to overfitting. The flow chart
of the sound quality research in this paper is shown
in Fig. 1 and the structure of this paper is as follows:
Sec. 2 involves the noise acquisition test and subjective
evaluation of the noise sample. After the samples are
preprocessed, we organize the testers to score the noise
annoyance degree and test the correlation of the sub-
jective evaluation results. In Sec. 3, the MFCC of all
noise samples is calculated as an objective evaluation.
After constructing the MFCC feature maps of differ-
ent dimensions, the original dataset for the sound qual-
ity prediction is obtained by combining the subjective
evaluation results. To train a more accurate prediction
model, we use fuzzy generation to triple the size of the
original dataset. In Sec. 4, we use MFCC feature maps
of different specifications as input for the sound quality
prediction and compare their prediction effects. After
obtaining the optimal prediction model based on CNN,
we compare it with the traditional sound quality pre-
diction method. The results show that the prediction
method proposed in this paper is more advantageous.
Lastly, Sec. 5 presents the study’s conclusion and sum-
mary.
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2. Noise test and subjective evaluation

Different from single-phase transmission, the dual-
phase sprocket teeth have phase difference. In our
noise test, the drive sprocket tooth number is 35 with
5.14○ phase difference, the driven sprocket tooth num-
ber is 37 with 4.86○ phase difference, the pitch is
9.525 mm, the number of links is 84 and the chain form
is 4× 3.

As shown in Fig. 2, the noise test is conducted in
an indoor reverberation environment. We use measure-
ment microphone (MINIDSP UMIK-1) to collect the
noise and the measurement microphone is positioned
at the same height as the center of the drive sprocket.
There are two measurement points we selected, the
first one is at the distance of 0.5 m from the center
of the drive sprocket, the second one is at the dis-
tance of 1 m from that. The minimum speed of the
test is 500 rpm and the maximum speed is 4000 rpm.
The test loads are 500 N, 600 N, and 750 N. Starting
from 500 rpm, noise data is collected under three loads
for each 500 rpm increase. There are two collection
points (0.5 m and 1 m from the center of the drive
sprocket), eight speeds (500 rpm, 1000 rpm, 1500 rpm,
2000 rpm, 2500 rpm, 3000 rpm, 3500 rpm, 4000 rpm),
and three loads (500 N, 600 N, 750 N), so 2× 8× 3 = 48
original noise samples can be obtained. The sampling
frequency is 48 000 Hz, and the noise data is recorded
using Adobe Audition 2022 software. All noise acquisi-
tion times are longer than 30 s, we randomly intercept
5 s segment for subsequent data processing. Under the
same working conditions, the time-domain waveform
of the single-phase and dual-phase transmissions are
shown in Fig. 3. The orange line on the left represents

a) Chain sample b) Noise test

c) Subjective evaluation test d) Audio acquisition and preprocessing

Fig. 2. Noise acquisition and data processing.

the dual-phase transmission, and the blue line on the
right represents the single-phase transmission.

As can be seen in Fig. 3, we can find that due to
the principle of dual-phase superposition, the wave-
form of the dual-phase transmission is more uniform
and denser at low speeds. When the speed is medium,
the waveforms of the two transmissions are very simi-
lar. However, when running at high speed, the noise en-
ergy of the dual-phase transmission is obviously greater
than that of the single-phase transmission. There-
fore, the noise of the dual-phase transmission is dif-
ferent from that of other transmissions, and it is of
great significance to study the sound quality predic-
tion method of the dual-phase Hy-Vo chain transmis-
sion system.

After obtaining 48 noise samples, we organize
twelve testers to conduct a subjective evaluation test.
All of the testers are between 20 and 30 years old, and
the ratio of men to women is 5:1. In addition, all testers
have normal hearing and driving experience. As shown
in Table 1, the subjective evaluation method is equal to
the interval direct one-dimensional evaluation method
(Guski, 1997). We rate the sound quality on a scale
of discomfort, and there are five uncomfortable lev-
els. A score of 0 is extremely uncomfortable level and
a score of 10 is not uncomfortable level. Each of the
remaining three uncomfortable levels has three scores,
each score indicating the degree of discomfort in the
same level. The subjective evaluation test is conducted
in a quiet indoor environment, and the maximum SPL
does not exceed 30 dB. The tester sits in a chair with
headphones, and all the noise samples are played three
times by Groove software. After listening, the tester
gives the score and records it in a table.
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Fig. 3. Time-domain waveform comparison:
a) 1000 rpm – 0.5 m – 1000 N; b) 2500 rpm – 0.5 m – 1000 N; c) 4000 rpm – 0.5 m – 1000 N.

Table 1. Subjective evaluation scoring table.

Uncomfortable
level

Extremely
uncomfortable

Very
uncomfortable

Moderately
uncomfortable

Little
uncomfortable

Not
uncomfortable

Scores 0 1–3 4–6 7–9 10
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Fig. 4. Score boxplot for each speed.

All scores of each speed are presented in Fig. 4.
Based on the horizontal line in the middle of the box-
plot, in the range of 500 rpm–2500 rpm, it can be seen
that the score decreases with the increase of the ro-
tational speed. In this speed range, the sound qual-
ity of the chain transmission system becomes worse
as the speed increases. The score of 3000 rpm remains
unchanged compared to the score of 2500 rpm. How-
ever, the score continues to decline at 3500 rpm. As
for the score of 4000 rpm, it is the same as the score of
3500 rpm. Therefore, in the case of medium and high
speed, the sound quality of the chain transmission sys-
tem shows a step-like decline trend. The length of box
reflects the dispersion of scores. We can see that the
scores are more dispersed at medium and high speeds,
and there are even outliers at 1000 rpm and 1500 rpm.
In the subjective evaluation test, we want all testers
to have relatively consistent feelings about the same
noise sample. The Spearman correlation analysis is
performed on the scores of twelve testers and the re-
sults with poor correlation will be excluded. In the
Spearman correlation analysis, the greater the coeffi-
cient R, the stronger the correlation. The equation of
correlation coefficient (R) is:

Table 2. ACC of each tester.

Tester P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12

ACC 0.850 0.842 0.846 0.866 0.800 0.813 0.817 0.893 0.796 0.835 0.854 0.882

Table 3. Average score of each noise sample.

Sample 1 2 3 4 5 6 7 ... 42 43 44 45 46 47 48

Score 8.75 8.58 8.33 9.08 8.75 8.67 7.08 ... 5.25 3.00 2.33 1.92 5.50 4.67 4.17

R =
n

∑
i=1

(xi − x)(yi − y)¿ÁÁÀ n

∑
i=1

(xi − x)2
¿ÁÁÀ n

∑
i=1

(yi − y)2
, (1)

where xi and yi represent the corresponding elements
of the two variables, x and y represent the average
value of the corresponding variables.

Based on Eq. (1), the R between the twelve testers
are calculated, as illustrated in Fig. 5. The numbers
from P1 to P12 represent the twelve testers, and it
can be seen that P3–P6, P3–P11, and P6–P11 have
a maximum correlation of 0.96. The correlation be-
tween P5–P6 and P6–P9 are both less than 0.7, indi-
cating a weak correlation. According to Fig. 5, we cal-
culate the average correlation coefficient (ACC) for
each tester, as shown in Table 2.

In Table 2, all testers have an ACC of more than
0.7, indicating that the scores of each tester is rea-
sonable. Generally speaking, the average score of the
twelve testers is used as the final score of each noise
sample, as shown in Table 3.
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Fig. 5. Correlation heat map.

3. Objective evaluation and fuzzy generation

3.1. Construct Mel-frequency cepstral coefficient

feature map

The MFCC is a feature extraction method com-
monly used in speech processing and audio analysis.
It is based on the hearing characteristics of the hu-
man ear, by simulating the human ear’s ability to per-
ceive sounds of different frequencies, the sound signal is
converted into a set of coefficients describing its char-
acteristics. The advantage of MFCC is that they can
effectively capture the main features of speech signals
and have good adaptability for different speech pro-
cessing tasks. However, they also have limitations, such
as sensitivity to noise and possible degradation of per-
formance in some complex environments. Therefore, in
practical applications, MFCC is often used in combi-
nation with other types of feature and signal process-
ing technologies (Abdul, Al-Talabani, 2022; Moon-
dra, Chahal, 2023). The extraction process of MFCC
is as follows:
1) Preprocessing: the sound signal is pre-weighted to

increase the energy of the high frequency part:

y(t) = x(t) − αx(t − 1), (2)

where x(t) is the original signal, y(t) is the pre-
weighted signal, and α usually takes 0.95 or 0.97.

2) Framing: the segmentation of the sound signal into
a series of short-time frames, each frame usually
contains 20 ms–40 ms of data.

3) Windowing: the data of each frame is windowing
processed, usually using hamming windows:

y(n) = x(n) ⋅ ω(n), (3)

where x(n) is the signal in a frame, ω(n) is the
window function, and y(n) is the signal after
the window is added. The hamming window func-
tion is as follows:

ω(n) = (1 − a) − a ⋅ cos(2πn/N) 1 < n < N, (4)

where N is the number of sampling points, and
different values of a will produce different ham-
ming windows, in general, a = 0.46.

4) The Fourier transform: a fast Fourier transform
(FFT) is performed on each frame of data to con-
vert it into a signal in the frequency domain:

Y (k) = N−1

∑
0

y(n) ⋅ e−j 2π
N

kn, (5)

where Y (k) is the k-th component in the fre-
quency domain, and N is the number of FFT
points.
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5) Mel filtering: the frequency domain signal is
passed through a set of Mel filter banks to sim-
ulate the human ear’s perception of different fre-
quencies. Compared with the normal frequency
mechanism, the Mel value is closer to the hear-
ing mechanism of the human ear. It grows fast in
the low frequency range, but it grows slowly in the
high frequency range. Each frequency value cor-
responds to a Mel value, and the corresponding
relationship is as follows:

m = 2595 ⋅ log10 (1 + f

700
). (6)

If we want to convert the Mel-frequency m to the
frequency f , we can get it by sorting the above
Eq. (6):

f = 700 ⋅ (10m/2595 − 1). (7)

The response Hm(k) of each filter is usually de-
fined as a triangular filter that is uniformly dis-
tributed on the Mel scale, and the output S(m)
is the signal energy that passes through the filter:

k= (1+N) ⋅ fm
fs

, (8)

Hm(k)=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 k<f(m−1),
2(k−f(m−1))

a∗
f(m−1)≤k≤f(m),

2(f(m+1)−k)
a∗

f(m)≤k≤f(m + 1),
0 k ≥ f(m+1),

(9)

S(m)=K−1∑
k=0

∣Y (k)∣2 ⋅Hm(k), (10)

where

a∗ = (f(m + 1) − f(m − 1))(f(m) − f(m − 1)).
a) b) c)
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Fig. 6. MFCC feature map: a) 311× 13; b) 311× 26; c) 311× 39.

6) Log the output of the Mel filter bank to obtain
the logarithmic energy spectrum:

L(m) = log(S(m)), (11)

where L(m) is the logarithmic energy spectrum.

7) Discrete cosine transforms: perform a discrete co-
sine transform (DCT) on the logarithmic energy
spectrum to obtain the MFCC coefficient:

C(n) = M−1

∑
m=0

L(m) ⋅ cos [ π
M
(m + 0.5)n],
n = 1,2, ..., L, (12)

where C(n) is the n-th cepstral coefficient, M is
the number of Mel filters, and L refers to the
MFCC coefficient order, usually 12–16.

From Eq. (3) to Eq. (12), we can get the standard
MFCC, which only reflects the static properties of au-
dio. The dynamic characteristics of audio can be de-
scribed by the difference of these static characteristics,
as follows:

∆Ct =
N

∑
n=1

n(Ct+n −Ct−n)
2

N

∑
n=1

n2

, (13)

∆∆Ct =
N

∑
n=1

n(∆Ct+n −∆Ct−n)
2

N

∑
n=1

n2

. (14)

Equations (13) and (14) represent the first- and
second-order difference, respectfully. In this paper,
we take each frame as 32 ms, the noise sample is
divided into K frames and the MFCC of L order
is calculated. As shown in Fig. 6, we can obtain
K × L feature maps of different orders. The standard
full-frame MFCC feature map is 311× 13, 311× 26
with only first-order differences, and 311× 39 also with
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second-order differences. We also get the feature maps
of two frame numbers, 208× 13 and 104× 13, respec-
tively. Finally, we can get 5 input features of different
sizes.

3.2. Fuzzy generation

Fuzzy mathematics is a mathematical method to
deal with uncertain information. Compared with tra-
ditional binary logic and precise mathematics, it pays
more attention to the description and processing of
fuzzy and uncertain phenomena in the real world. The
core concept of fuzzy mathematics is a fuzzy set. Un-
like traditional sets, where the elements either belong
to or do not belong to the set, the degree to which an
element in a fuzzy set belongs to the set is a numer-
ical value between 0 and 1, called membership. This
makes fuzzy sets more flexible in describing uncer-
tainty and ambiguity in the real world. Membership
functions are used to describe the degree to which an
element belongs to a fuzzy set. The value of this func-
tion is between 0 and 1. The core strength of fuzzy
mathematics is that it provides an effective way to deal
with the uncertainty and ambiguity that are prevalent
in the real world. By introducing fuzzy concepts, it al-
lows for the more flexible and realistic problem solving
and decision-making process (Ruan, Li, 2021; Gün-
doğdu, Kahraman, 2019; Bustince et al., 2016).

In the previous subjective evaluation, there is
a fuzzy problem. Generally speaking, for the same
noise sample, researchers only calculate the average
score as the final subjective evaluation score. In fact,
the scores of all testers are reasonable after the corre-
lation test. Therefore, we believe that in the range of
minimum and maximum scores, the average score as
a label value is when the membership degree is 1, and
the fuzzy mapping is constructed as follows:

F ∶ V → [0, 1],
m↦ F (m), (15)

where V is value field [0 10], F is the fuzzy interval
of V , and F (m) is the membership function.

For each noise sample, we can construct its fuzzy
interval and membership function. In Table 4, the aver-
age score is the core of the fuzzy interval, the minimum
score is the left boundary (LB), and the maximum score
is the right boundary (RB). We construct the mem-
bership function on the fuzzy interval and select the
appropriate membership degree to delimit the sample
generation interval. Then the label value is randomly
perturbed over the sample generation interval to
expand the dataset. The membership function is
defined as follows:

F (md) − 0
d − r

= 1 − 0

k − r
⇒ F (md) = 1

r − k
(r − d), (16)

Table 4. Fuzzy intervals.

Sample LB Core RB Sample LB Core RB

1 8 8.75 10 25 4 5.17 6

2 8 8.58 9 26 3 4.33 6

3 7 8.33 9 27 3 4.17 6

4 8 9.08 10 28 5 6.83 9

5 8 8.75 10 29 4 5.83 8

6 7 8.67 10 30 4 5.75 8

7 6 7.08 8 31 3 4.33 6

8 5 6.92 8 32 2 3.75 5

9 6 7.00 8 33 2 3.83 6

10 7 8.33 9 34 4 6.33 9

11 6 8.00 9 35 3 5.83 8

12 6 7.58 9 36 3 5.50 8

13 3 5.58 8 37 2 3.67 5

14 3 5.25 7 38 1 3.25 5

15 2 5.25 7 39 1 3.25 6

16 7 7.75 9 40 3 5.50 7

17 6 7.17 8 41 3 5.25 7

18 6 6.83 8 42 3 5.25 7

19 4 5.50 7 43 1 3.00 5

20 3 5.08 7 44 0 2.33 5

21 2 4.83 7 45 0 1.92 5

22 6 7.25 8 46 3 5.50 8

23 6 6.83 8 47 2 4.67 8

24 5 6.50 7 48 1 4.17 7

F (md) − 0
d − l

= 1 − 0

k − l
⇒ F (md) = 1

k − l
(d − l), (17)

F (md) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 (0 ≤ d < l),
1

k − l
(d − l) (l ≤ d < k),

1

r − k
(r − d) (k ≤ d ≤ r),
0 (r < d ≤ 10),

(18)

where k is the core point, l is the LB point, r is the
RB point, d is a random generation point, and F (md)
is the membership of d.

As can be seen in Fig. 7, the farther away from
the core point, the smaller the membership degree.
For different samples, the span of their membership
function is usually different. Under the same member-
ship degree, the larger the span, the larger the sam-
ple generation interval. In the generation interval, the
sample label values are randomly perturbed to ex-
pand the dataset. However, the larger the interval, the
more noise the new sample points contain. In this pa-
per, we choose four membership degrees of 0.3, 0.5,
0.7, and 0.9 for fuzzy generation. The dataset is ex-
panded to three times its original size, including 144
samples.
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Fig. 8. Histogram comparison of original dataset and new datasets.

Figure 8 shows the histogram comparison between
the original dataset and the expanded new dataset.
The histogram of the original dataset shows a relatively
symmetric unimodal distribution with a mean of 5.84
and a standard deviation of 1.82. The new dataset1
is very similar in shape to the original dataset, with
the mean remaining at 5.84 and the standard devia-
tion slightly reduced to 1.81. The new dataset2 has
a slightly changed distribution shape, with a mean of
5.83 and a standard deviation of 1.85, slightly increas-
ing the variability. The distribution shape of the new
dataset3 has a significant change, with the mean of 5.82
and the standard deviation increasing to 1.94, indicat-
ing a further increase in variability. The new dataset4
has the most significant change in distribution shape,
with a mean of 5.81 and a standard deviation of 2.08,
indicating the greatest variability. As the membership
value decreases, the standard deviation of the new
dataset gradually increases, indicating that the pertur-
bation introduces more variability. The mean remains
essentially unchanged, indicating that the new dataset
is still centered around the mean of the original data.
By analyzing Fig. 8, we can conclude that higher mem-
bership values (such as 0.9 and 0.7) retain the main fea-
tures of the original dataset and increase the number of
datasets while maintaining low variability. Lower mem-

bership values (such as 0.5 and 0.3) introduce more
variability and outliers, and may introduce more noise
despite increasing the diversity of the dataset.

4. Modeling and prediction

4.1. Convolutional neural network

The CNN is a kind of deep learning model that
has achieved great success in image recognition, video
analysis, natural language processing and other fields.
CNN is particularly suited for working with data with
a grid structure, such as images and time series data.
The core idea of CNN is to use convolutional lay-
ers to automatically learn features of spatial hierar-
chy from data. These features are gradually abstracted
and combined through multiple convolution layers and
subsampling layers (usually pooling layers) to accom-
plish complex tasks. The advantage of CNN is its abil-
ity to automatically learn and extract features with-
out the need for manual feature engineering (Bhatt
et al., 2021; Goumiri et al., 2023; Mandouh et al.,
2023). CNN is generally used to solve the classification
problem. To predict the sound quality, we set the out-
put layer to have only one node, and do not use nonlin-
ear activation function, so that the output is a linear
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Fig. 9. Model structure.

transformation of the inputs, which can get a continu-
ous value.

As shown in Fig. 9, the model structure consists
of four convolution layers, two pooling layers, a flat-
ten layer and three fully connected layers. In addi-
tion to the output layer, the activation function of the
other layers is a rectified linear unit (ReLU). The pool-
ing layer adopts the maximum pooling, the step size
is 2 with 0 padding. The convolution layer has a step
size of 1 without 0 padding. The numbers of neurons in
the three fully connected layers are 1024, 128, and 1, re-
spectively. Using dropout technology in the first fully
connected layer, proceeds with the dropout rate set
to 0.5. The last layer is the output layer, which outputs
the evaluation score. Taking the input feature map
MFCC311×13 as an example, the model structure pa-
rameters are shown in Table 5.

Table 5. Structural parameters.

Layer type Channels/Units

Input 311× 13 3

3× 3 Conv1 ReLU, stride 1 6

3× 3 Conv2 ReLU, stride 1 12

2× 2 Maxpooling1 ReLU, stride 2 12

3× 3 Conv3 ReLU, stride 1 24

3× 3 Conv4 ReLU, stride 1 48

2× 2 Maxpooling2 ReLU, stride 2 48

Flatten 3600

Fully connected (1) 1024

Dropout 1024

Fully connected (2) 128

Fully connected (3) 1

The MFCC feature map is taken as input, the eval-
uation score is taken as output, and the ratio of train-
ing set to test set is 5:1. Using the Adam optimizer,
the initial learning rate is 0.001, a root mean squared

error (RMSE) is the loss function, and the epoch is set
to 200. With 5 input feature maps and 4 membership
degrees, the average of 5 training results is taken, and
the model is trained 5× 4× 5 = 100 times in total. In
model training, we choose the R, the RMSE, and the
mean absolute error (MAE) as evaluation indexes, and
the calculation formula is as follows:

R =
n∑
i=1
(xi − x)(yi − y)√

n∑
i=1
(xi − x)2

√
n∑
i=1
(yi − y)2

, (19)

RMSE =
¿ÁÁÀ 1

n

n∑
i=1

(xi − yi)2, (20)

MAE = 1

n

n∑
i=1

∣ xi − yi ∣, (21)

where n is the number of samples, xi is the predicted
value of the sample, and yi is the true value of the
sample.

The prediction effects of MFCC feature maps with
different orders are shown in Table 6, and ∆ represents
the increment compared to the results in the first row.
Based on the training results of standard full-frame
MFCC311×13 feature map, we can see that with the
increase of the MFCC order, the three evaluation in-
dexes are deteriorating. The high order MFCC con-
tains too much useless information and damages the
performance of the model. In addition, the influence
of the MFCC frame number on the training results is
shown in Table 7.

In Table 7, all three evaluation indexes get worse
as the number of frames decreases. Compared with
MFCC311×13, the frame number of MFCC208×13 de-
creases by 33.3 %, but RMSE and MAE increase by
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Table 6. Prediction effects of different MFCC orders.

Feature maps
Training Prediction

R (∆) RMSE (∆) MAE (∆) R (∆) RMSE (∆) MAE (∆)

MFCC311×13 0.979 0.394 0.314 0.971 0.474 0.371

MFCC311×26 0.966 (−0.013) 0.505 (+0.111) 0.392 (+0.078) 0.953 (−0.018) 0.603 (+0.129) 0.467 (+0.096)

MFCC311×39 0.923 (−0.056) 0.670 (+0.276) 0.539 (+0.225) 0.902 (−0.069) 0.785 (+0.311) 0.617 (+0.246)

Table 7. Prediction effects of different MFCC frame number.

Feature maps
Training Prediction

R (∆) RMSE (∆) MAE (∆) R (∆) RMSE (∆) MAE (∆)

MFCC311×13 0.979 0.394 0.314 0.971 0.474 0.371

MFCC208×13 0.977 (−0.002) 0.567 (+0.173) 0.481 (+0.167) 0.970 (−0.001) 0.663 (+0.189) 0.558 (+0.187)

MFCC104×13 0.965 (−0.014) 1.248 (+0.854) 1.143 (+0.829) 0.958 (−0.013) 1.326 (+0.852) 1.211 (+0.840)

Table 8. Prediction effects of different membership degrees.

Membership
degree

Training Prediction

R (∆) RMSE (∆) MAE (∆) R (∆) RMSE (∆) MAE (∆)

0.9 0.993 0.256 0.211 0.991 0.279 0.224

0.7 0.990 (−0.003) 0.319 (+0.063) 0.260 (+0.049) 0.985 (−0.006) 0.379 (+0.100) 0.305 (+0.081)

0.5 0.971 (−0.022) 0.447 (+0.191) 0.356 (+0.145) 0.966 (−0.025) 0.490 (+0.211) 0.400 (+0.176)

0.3 0.964 (−0.029) 0.552 (+0.296) 0.427 (+0.216) 0.941 (−0.050) 0.748 (+0.469) 0.554 (+0.330)

39.9 % and 50.4 %, respectively. For MFCC104×13, the
frame number continues to decline by 33.3 %, while
RMSE and MAE increase sharply by 179.7 % and
226.4 %. Therefore, the prediction error is more sen-
sitive to the frame number. Too few frames will lead
to missing key information, and the accuracy of the
model will be seriously degraded.

When the standard full-frame MFCC311×13 feature
map is used as input, different membership degrees
also affect the prediction results. As can be seen from
Table 8, the prediction is best when the membership
degree is 0.9. The membership degree gradually de-
creases, and the three evaluation indexes gradually
deteriorate.

Based on the above comparative experiments, we
can know that the model prediction is best when

Number of last iterations: 200
Training (RMSE): 0.142
Predicted (RMSE): 0.153

Iterations

Slow convergence

Training
Predicted

Fast convergence

RM
SE

X 200
Y 0.153213

X 21
Y 1.90193

Fig. 10. Convergence curve.

the frame number is 311, the MFCC order is 13
and the membership degree is 0.9. Figure 10 shows
the convergence curve under optimal conditions. In the
first 21 iterations, the loss of the model decreases
rapidly, but there are some fluctuations. In subse-
quent iterations, the model slowly converges. Finally,
the RMSE of the training set is 0.142 and the RMSE
of the test set is 0.153. The error is small enough to
meet the scoring requirements of subjective evaluation,
and the final prediction results are shown in Table 9.

Table 9. Final CNN prediction results.

Indexes
Training Prediction

R RMSE MAE R RMSE MAE

Results 0.997 0.142 0.110 0.996 0.153 0.127
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To further verify the generalization ability of the pro-
posed method in small samples, we used a five-fold
cross-validation in the experiment. Five-fold cross-
validation divides the dataset into five subsets, using
one of the subsets as the validation set and the remain-
ing four subsets as the training set, repeating five times
to ensure that each subset is used as a single valida-
tion set. The final model performance is averaged by
the results of five experiments. As shown in Table 10,
training the model with the new dataset can signifi-
cantly improve the model’s predictive performance and
decreases the MAE value. This shows that the fuzzy
generation method is effective under the condition of
small samples and can enhance the generalization abil-
ity of the model. When the membership value is large
(such as 0.9 and 0.7), the MAE value of the model is
significantly reduced. At the same time, a low standard
deviation is maintained, indicating that this degree of
disturbance can effectively increase the data diversity
without introducing too much noise. When member-
ship values are small (such as 0.5 and 0.3), more noise
is introduced into the dataset. Although the model per-
formance is also improved, the effect is not as good as
when the membership value is larger.

Table 10. Five-fold cross-validation results.

Type of the dataset MAE Standard
deviation

Original dataset 3.241 1.034

New dataset1 (membership = 0.9) 0.736 0.121

New dataset2 (membership = 0.7) 0.885 0.178

New dataset3 (membership = 0.5) 1.078 0.141

New dataset4 (membership = 0.3) 1.448 0.149

4.2. Comparative analysis

To compare with traditional sound quality predic-
tion methods, generalized regression neural network,
SVR and RR models are used in this paper. We
first use the Audio toolbox in MATLAB to calculate
six acoustic parameters (A-SPL, loudness, sharpness,
roughness, fluctuation, and AI) for all noise samples,
as shown in Fig. 11. We take the six acoustic param-
eters as inputs, the evaluation scores as outputs, and
the ratio of training set to test the set is also 5:1.

A generalized regression neural network (GRNN) is
a type of neural network based on a radial basis func-

Table 11. Comparison of prediction effect on different models.

Model
Training Prediction

R (∆) RMSE (∆) MAE (∆) R (∆) RMSE (∆) MAE (∆)

CNN 0.997 0.142 0.110 0.996 0.153 0.127

GRNN 0.998 (+0.001) 0.105 (−0.037) 0.055 (−0.055) 0.988 (−0.008) 0.239 (+0.086) 0.210 (+0.083)

SVR 0.991 (−0.006) 0.243 (+0.101) 0.288 (+0.178) 0.964 (−0.032) 0.407 (+0.254) 0.288 (+0.161)

RR 0.977 (−0.020) 0.360 (+0.218) 0.330 (+0.220) 0.966 (−0.030) 0.389 (+0.236) 0.336 (+0.209)

tion, mainly used to solve regression problems. The
structure of GRNN is relatively simple, including in-
put layer, pattern layer, summation layer and output
layer. GRNN has applications in many fields, especially
for scenarios that require fast and accurate regression
predictions (Zhu et al., 2022; Yao et al., 2023). In the
GRNN model, only one spread parameter σ needs to be
optimized. By using the particle swarm optimization
algorithm, the number of particles is 30, the maximum
number of iterations is 20, and the optimal parameter
σ = 0.12 is found on the interval [0.01 0.8].

The SVR is a regression method based on the prin-
ciples of support vector machines. The core idea of
SVR is to find a function that fits the training data
as best as possible within a limited error range while
maintaining the generalization ability of the model.
For nonlinear data, the SVR uses kernel functions to
map the data into a high-dimensional space, where lin-
ear regression is performed. Common kernel functions
include linear kernel, polynomial kernel, radial basis
function kernel, and so on (Zhan et al., 2022; Shi et al.,
2021). For the SVR model with radial basis function,
we also use the particle swarm optimization algorithm
to find the two optimal parameters (penalty parame-
ter c and kernel parameter g). The number of particles
is 30, the maximum number of iterations is 20, and
the best c = 34.83, g = 0.32 are found on the interval
[0.01 100].

The RR, also known as the Tikhonov regulariza-
tion, is a linear regression method for dealing with
multicollinearity problems. Multicollinearity refers to
the fact that there is a high degree of correlation be-
tween predictor variables in a regression analysis. The
RR solves this problem by introducing a regularization
term, thereby improving the stability and predictive
power of the model. The basic idea of RR is to add
a regularization term to the loss function of ordinary
least squares regression. Choosing proper regulariza-
tion parameter λ is the key to applying RR (Yasin
et al., 2022; Dar et al., 2023). In this paper, for the RR
model, the 5-fold cross validation is used to find the
optimal λ. The value range is [10−6, 10−5.76, ..., 106],
and the best λ = 1.33 is found when the mean square
error is minimum.

Table 11 shows the three evaluation indexes of
three traditional sound quality prediction methods.
Compared with the CNN model, we can see that the
GRNN model performs slightly better in training than
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Fig. 11. Acoustic parameters: a) A-SPL; b) loudness; c) sharpness; d) roughness; e) fluctuation; f) AI. The top picture
of each subgraph represents the parameters at 500 N, the middle picture of each subgraph represents the parameters at

600 N, and the bottom picture of each subgraph represents the parameters at 750 N.

the CNN. However, in the prediction, the R of the CNN
model is the largest (0.996), while RMSE and MAE are
the smallest (0.153 and 0.127, respectively). The effect
of the CNN model on the test set is the least different

from that on the training set, and the overfitting degree
of the three traditional methods is higher. Therefore,
the new sound quality prediction method proposed in
this paper is superior to other three methods.
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5. Conclusion

The noise of the dual-phase Hy-Vo chain transmis-
sion system is different from that of the single-phase
transmission. First of all, we have carried out the noise
acquisition test of the dual-phase Hy-Vo chain trans-
mission system. Then all the noise samples are sub-
jectively evaluated, and the results are tested for cor-
relation. The ACC of all testers is greater than 0.7,
indicating that the subjective evaluation results are
reasonable.

The MFCC feature maps of all noise samples are
calculated as objective evaluation. By selecting dif-
ferent membership degrees for fuzzy generation, the
original dataset is expanded by three times. The CNN
model is constructed to predict the sound quality. The
comparison results show that when the membership
degree is 0.9, the prediction effect of standard full-
frame MFCC feature map is the best.

Compared with the traditional sound quality pre-
diction methods (GRNN, SVR, and RR), the CNN
model has the best performance on the test set. The
correlation coefficient is 0.996, the root mean square er-
ror is 0.153, and the MAE is 0.127. In addition, for the
CNN model, the difference between the training effect
and the prediction effect is small. Therefore, the new
method proposed in this paper not only has the highest
accuracy, but also has a strong ability to resist overfit-
ting.
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1. Introduction

Classical approaches to acoustics are aimed at char-
acterizing optimal classroom design for speech intelli-
gibility based on reverberation time (RT) (Lochner,
Burger, 1960). In this context, other descriptors have
been developed to consider exogenous effects such as
background noise (BGN) to quantify the acoustic qual-
ity of rooms (Kang et al., 2023). As a result, the
speech transmission index (STI) was the leading ob-
jective descriptor designed to measure speech intelli-
gibility (SI), and one of the driving forces for the de-
velopment of STI was the recognition of the influence
of BGN on intelligibility (Houtgast et al., 1980). In
this work, SI was assessed using the STI descriptor.

Many other descriptors have been proposed to
quantify acoustic fields in classrooms; most of them are
based on sound propagation and its energy ratios by

applying the diffuse field theory. These descriptors are:
definition (D50), clarity (C50), center time (Ts), early
decay time (EDT), and useful-to-detrimental sound ra-
tio (U50). Additional descriptors, such as noise criteria
(NC) curves and signal-to-noise ratio (SNR), are cor-
related with strictly subjective aspects of speech and
sound perception (Bradley, 2011).

Many studies have sought to quantify the possible
correlations between these parameters and the STI.
For example, such studies included analyses of the re-
lationship between STI and SNR (Bradley et al.,
1999), STI and RT (Mikulski, Radosz, 2011; Ren-
nies et al., 2014), STI and energy descriptors (EDT,
Ts, C50, D50) (Sato et al., 2006; Ansay, Zannin,
2016), and STI and U50 (Bradley et al., 2003; Sato
et al., 2012; 2016; Choi, 2017a; 2017b).

However, most of these studies have focused on
quantifying the correlations between individual con-

https://acoustics.ippt.pan.pl/index.php/aa/index
mailto:eriberto@ufpr.br
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544 Archives of Acoustics – Volume 49, Number 4, 2024

struction design factors and STI, often examining only
one aspect at a time. Furthermore, these studies have
generally found that STI levels were low, often failing
to meet the minimal threshold values of acoustic stan-
dards. Several studies have linked these low STI values
to high BGN, which may be due to factors such as low
sound absorption coefficients of ceiling panels, inad-
equate acoustic insulation, poor placement of sound-
diffusion panels, or unfavorable building façade condi-
tions (Visentin et al., 2018; Bistafa, Bradley, 2001;
Sala, Rantala, 2016; Secchi et al., 2017).

Therefore, the combined evaluation of acoustic de-
scriptors is essential to determine how they are corre-
lated and how room design and occupancy affect them.
This paper seeks to contribute to the body of knowl-
edge on this subject by quantitatively determining how
the STI, T30 (reverberation time), EDT, C50, D50,
Ts, and U50 respond jointly to the following factors:
(A) background noise, (B) ceiling sound absorption;
(C) confinement (if the room’s windows and doors are
open or closed), and (D) occupancy (if the room is or
is not occupied by people, i.e., an audience), and by
proposing a new method for this evaluation. An ex-
tensive comparison of results reported in the literature
was also carried out.

Artificial intelligence in the form of artificial neural
networks (ANNs) was used to ascertain the sensitivity
of construction and occupancy conditions on acoustic
parameters. This identification should lead to numer-
ous benefits, contributing to improve the development
of better classroom acoustic designs.

2. Materials and methods

2.1. In situ measurements

The speech transmission index measurements were
taken in five classrooms by the indirect STI method,
following the International Electrotechnical Com-
mission 60268-16 standard (IEC, 2011) procedures.
The BGN was measured for five minutes based on the
equivalent continuous sound level (Leq) in empty
rooms with closed doors and windows to reduce exter-
nal noise interference, using the B&K 2260 sound level
meter. The NC value was then calculated as specified
by American National Standard (ANSI, 2008).

The STI was measured using the following instru-
ments: DIRAC room acoustics software (B&K type
7841), version 5.0, installed on a Sony VAIO note-
book, Audio Interface ZE-0948 data acquisition board;
Behringer FBQ800 equalizer; Lab. Gruppen LAB 300
amplifier; B&K 4227 mouth simulator, and a B&K
2260 real-time sound analyzer as the receiver micro-
phone. According to IEC (2011) standard Sec. 7.2,
the signal spectrum at the output of the B&K 4227
mouth simulator was equalized using the maximum
length sequence (MLS) signal with a Pink + Blue filter.

The equalizer gains were then adjusted to the reference
operational speech level of 60 dB, with a tolerable er-
ror of ±1 dB, in the octave bands of 125 Hz and 8 kHz.

The descriptors T30, EDT, C50, D50, and Ts,
were measured according to International Organiza-
tion for Standardization [ISO] (2008), using the im-
pulse response method. The e-sweep signal generated
by DIRAC 5.0 software was used as an excitation
signal. A B&K 4296 dodecahedral sound source was
placed at a height of 1.5 m from the floor and more
than 1.2 m from the walls. Five measurements were
recorded with the receiver (B&K 2260 sound analyzer)
in different positions in each classroom.

2.2. Classroom simulations

In this paper, five university classrooms were stud-
ied in the Federal University of Paraná, located in
southern Brazil. Table 1 describes the maximum di-
mensions of the classrooms and their volumes. All
the measured data, ODEON virtual models, sound ab-
sorbing materials, and classroom photos are available
in the dataset reference provided by Do Nascimento
and Zannin (2023). ODEON software is widely used
worldwide for predicting room acoustics parameters,
for consulting, and for academic research. ODEON
uses the image source method combined with a modi-
fied ray tracing algorithm for acoustic simulations. In
this study, ODEON was used to simulate STI, T30,
EDT, C50, D50, Ts, and U50 values based on various
structural acoustic factors, such as A, B, C, and D.

Table 1. Dimensions of the measured classrooms.

Room
Width

[m]
Length

[m]
Height

[m]
Volume

[m3]

1 12.40 13.40 2.75 358.11

2 10.00 8.70 2.95 236.06

3 11.14 7.57 3.91 355.16

4 11.50 5.53 4.20 289.27

5 13.99 13.99 5.84 1200.77

Classroom modeling and validation was performed
using ODEON v. 11 software (Rindel, 2012), which
specifies that acoustic descriptors must be simulated
in accordance with the guidelines (ISO, 2008; IEC,
2011) for in situ measurements. ISO (2008) establishes
that T30, EDT, C50, D50, and Ts must be measured
using an omnidirectional sound power level; hence,
the Omni.SO-8 sound source was selected from the
ODEON library. STI and U50 were simulated using
the BB93_NORMAL_NATURAL.SO-8 sound source
equalized at 60 dB. ODEON allowed for the weight-
ing of male and female speech spectra using the vir-
tual sound source, resulting in a total of three STI
measures: STImale, STIfemale, and the non-gender fil-
tered STI. A 20 cm× 20 cm calculation meshgrid was
placed at a height of 1.20 m from the floor, i.e., the
average height of the ears of listeners sitting in typi-
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a) Classroom 01 b) Classroom 02

c) Classroom 03 d) Classroom 04

e) Classroom 05

Fig. 1. Classrooms modeled using ODEON v. 11. The blue dots indicate the receiver positions,
while the sound source is situated in the typical teacher position at the front of the class.

cal chairs. Figure 1 depicts the virtual models of the
evaluated classrooms.

The receiver’s placement in the virtual classrooms
was chosen based on two criteria, to ensure full spa-
tial coverage to accurately capture the room impulse

response (RIR) and to mimic the listener’s perspec-
tive. The simulations were validated globally for each
room using the root mean squared percentage error
(RMSPE) – Eq. (1) – calculated between the measured
and simulated values for descriptors T30 and STI in
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their respective measurement positions in each class-
room:

RMSPE = 100%
¿ÁÁÀ 1

n

n∑
i=1

( ŷi − yi
yi
)2, (1)

where n is the number of evaluated points, and ŷi
and yi are the simulated (S) and measured (M) val-
ues, respectively, the mean percentage error (MPE) is

(100%/n) n∑
i=1
(ŷi − yi)/yi. Table 8 lists these errors for

each classroom and for the T30 and STI descriptors.
To assess the goodness-of-fit of the validation in

terms of simulated and measured values, the RMSPE
was used as the deviation metric, because it is directly
comparable to the just noticeable difference (JND) val-
ues, which were 5 % and 3 % for T30 and STI, re-
spectively. Studies by Bradley (2011) and Chris-
tensen et al. (2014) reported JND values more than
five-fold higher than those of the current study. There-
fore, a 10 % threshold for RMSPE was established as
the decision criterion for validation, corresponding to
3 JND for STI and 2 JND for T30.

Each classroom was then calibrated by interactively
fine-tuning the sound absorption coefficients of the var-
ious surface areas until the 10 % RMSPE threshold was
reached. Lastly, the calibration curve for the acoustic
model was built by line fitting of the measured versus
simulated data, and the Pearson correlation coefficient
was calculated. After experimentally validating a vir-
tual room design created with ODEON, new conditions
have been developed through the design of experiments
(DOE), and a joint analysis was made to determine
how the room acoustic parameters varied in these new
conditions.

2.3. Creation of training dataset

Montgomery (2012) described the DOE as
a method to determine how modifying certain control-
lable factors (inputs) affects the system’s response vari-
ables (outputs). The DOE expresses the relationships
between the controllable factors (x) and responses (y),
through a standard multilinear model, whose interac-
tions are given in Eq. (2):

y = β0 +
k∑

j=1

βjxj +∑∑
i<j

βijxixj + ε, (2)

where β0 is the model’s linear intercept coefficient, βj is
the regressor coefficient of the main factors xj , βij rep-
resents the coefficients of the regressors for the effects
of the combinatorial interaction between the main fac-
tors xixj , and k is the number of factors. A 2k DOE
was applied in this work, with k = 4 controllable factors
and two levels, ranging from minimum (−1) to maxi-
mum (+1). The 2k factorial design with a range of −1
to +1 was chosen for its efficiency in screening factors

and its representation of the standardized effect, which
simplifies analysis and interpretation. Table 2 describes
the factors and their levels.

Table 2. DOE levels and factors.

Level

Controllable factors – natural scale

Noise
criteria

Ceiling
absorption

Confinement Occupancy

Lowest
value

15 0.10 Open Present

Highest
value

40 0.90 Closed Absent

Controllable factors – encoded scale

x1 x2 x3 x4

A B C D

Lowest
value

−1 −1 −1 −1

Highest
value

+1 +1 +1 +1

Within the context of the DOE (see Table 2), the
transition of variables from −1 to +1 in the encoded or
natural space has significant implications for multiple
linear regression (MLR) models. A positive shift from
−1 to +1 signifies an ascent towards the higher end of
the experimental range, indicating a positive influence
on the evaluated response variable. Conversely, a neg-
ative shift denotes a descent towards the lower range
of the response, suggesting a negative impact.

The simulations with ODEON software were used
to emulate classrooms and their respective acoustic pa-
rameters as a function of four controllable factors (see
Table 2). The combinatorial experimental conditions
were based on the factors called experimental runs,
which correspond to the design matrix lines xij listed
in Table 3.

The effect of room occupancy, i.e., audience, was
estimated by assigning sound absorption coefficients to
the equivalent absorption surface area of the audience
in ODEON classroom model, based on the literature
(see Table 4).

Specifically, for a full 24 factorial design, the equiv-
alent linear model with 3rd and 4th-order interactions
is shown in Eq. (3):

yk,ij =β0 + β1x1 + β2x2 + β3x3 + β4x4 + β12x1x2

+β13x1x3 + β14x1x4 + β23x2x3 + β24x2x4

+β34x3x4 + β123x1x2x3 + β124x1x2x4

+β134x1x3x4 + β234x1x2x3 + β1234x1x2x3x4, (3)

here, the room acoustics parameters are frequency-
dependent and are written in octave bands to ex-
press the response of a given parameter. Therefore,
a nested output (yk,ij) was used in each classroom. Let
k (= T30, EDT, C50, D50, Ts, STI) indicate the room
acoustic parameters, i (= 1 to 16) represent the exper-
imental runs, and j (= 63 Hz, 125 Hz, 250 Hz, 500 Hz,
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Table 3. Design matrix used in simulations with ODEON software.

A B C D AB AC AD BC BD CD ABC ABD ACD BCD ABCD

Run x1 x2 x3 x4 x1x2 x1x3 x1x4 x2x3 x2x4 x3x4 x1x2x3 x1x2x4 x1x3x4 x1x2x3 x1x2x3x4

1 −1 −1 −1 −1 1 1 1 1 1 1 −1 −1 −1 −1 1

2 1 −1 −1 −1 −1 −1 −1 1 1 1 1 1 1 −1 −1

3 −1 1 −1 −1 −1 1 1 −1 −1 1 1 1 −1 1 −1

4 1 1 −1 −1 1 −1 −1 −1 −1 1 −1 −1 1 1 1

5 −1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 1 −1

6 1 −1 1 −1 −1 1 −1 −1 1 −1 −1 1 −1 1 1

7 −1 1 1 −1 −1 −1 1 1 −1 −1 −1 1 1 −1 1

8 1 1 1 −1 1 1 −1 1 −1 −1 1 −1 −1 −1 −1

9 −1 −1 −1 1 1 1 −1 1 −1 −1 −1 1 1 1 −1

10 1 −1 −1 1 −1 −1 1 1 −1 −1 1 −1 −1 1 1

11 −1 1 −1 1 −1 1 −1 −1 1 −1 1 −1 1 −1 1

12 1 1 −1 1 1 −1 1 −1 1 −1 −1 1 −1 −1 −1

13 −1 −1 1 1 1 −1 −1 −1 −1 1 1 1 −1 −1 1

14 1 −1 1 1 −1 1 1 −1 −1 1 −1 −1 1 −1 −1

15 −1 1 1 1 −1 −1 −1 1 1 1 −1 −1 −1 1 −1

16 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Table 4. Sound absorption coefficient of materials used to emulate room occupancy.

Room
Occupancy –
audience area

ODEON
number

Reference 125 Hz 250 Hz 500 Hz 1 kHz 2 kHz 4 kHz 8 kHz

1, 2, 3, 5
Audience on heavily
upholstered seats

11007
Beranek,

Hidaka (1998)
0.72 0.80 0.86 0.89 0.90 0.90 0.90

4
Audience on wooden

chairs, 2/m2
11004

Meyer et al.
(1964)

0.24 0.40 0.78 0.98 0.96 0.87 0.87

1 kHz, 2 kHz, 4 kHz, and 8 kHz) indicate the octave
bands.

Consequently, to obtain the yi,kj output used to
train the ANNs in each classroom, 51 responses were
generated in each run, 48 corresponding to the descrip-
tors T3063 Hz−8 kHz, EDT63 Hz−8 kHz, C5063 Hz−8 kHz,
D5063 Hz−8 kHz, and Ts63 Hz−8 kHz in the octave bands
at 63 Hz, 125 Hz, 250 Hz, 500 Hz, 1 kHz, 2 kHz, 4 kHz,
and 8 kHz, while the other three responses were
STImale, STIfemale, and the STI in nominal values.

2.4. Artificial neural networks

The fundamental objective of ANNs is to produce
generalizations through a training process (Russell,
Norvig, 1996). Generalization refers to estimates for
patterns not used in training. Training occurs when
the weights of the connections of an ANN’s neurons
are adjusted to minimize a loss function. Hence, an
ANN is a set of nested functions, with regard to,
Yn = WnXn−1, that have undergone nonlinear point-
wise transformations, resulting in a generalized model,
Xn = Φ (Yn), where Wn is the weight matrix of layer
n, and Xn−1 represents the input patterns for a pre-
vious layer n − 1. The generalized multilayer model is
expanded, as shown in Eq. (4):

Yn = Φn[WnΦn−1[Wn−1Φn−2 [⋯Φ1[W1X]]]]. (4)

The nonlinear transformations performed by Φ are
called activation functions. As proposed by LeCun
et al. (1998), the weight update rule depends on a loss
function that, for a pattern (p) compares the ground
truth value (Dp) with the neural networks’ output
model, given M (Xn,W )P , using the residual error
metric, as shown in Eq. (5):

EP = 1

2
(Dp −M (Xn,W )P )2 , (5)

where EP is the residual sum of squares about the
M (Xn,W )P , which is the ANN output value esti-
mated as a function of the weight matrices (W ),
and the input patterns (Xn). Accordingly, neural net-
work training can be interpreted as an optimization
paradigm, in which the weights are adjusted as the
loss function is minimized. Notably, in regression prob-
lems, a widely used loss function is the mean square
error (MSE) shown in Eq. (6):

MSEtrain = 1

P

P∑
p=1

EP , (6)

where P stands for the total number of samples. More-
over, the weight update rule can be applied using var-
ious approaches, such as the gradient-based learning
paradigm, e.g., the stochastic gradient descent, given
in Eq. (7):

W (t) =W (t − 1) − η ∂E

∂W
. (7)
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In this work, the error backpropagation learning al-
gorithm was employed to update the weight matrices.
Equations (8)–(10) portray the generic approach to
backpropagation learning, which is interpreted as the
automatic differentiation in the reverse mode (Baydin
et al., 2017):

∂EP

∂Yn

= Φ′ (Yn) ∂EP

∂Xn

, (8)

∂EP

∂Wn

= Xn−1
∂EP

∂Yn

, (9)

∂EP

∂Xn−1
= WT

n

∂EP

∂Yn

. (10)

In this work, ANNs were applied as universal func-
tional approximators to map the relationship between
inputs and outputs described in Subsec. 2.2.

2.4.1. Input and target pre-processing

The ANN model’s input-output training pairs were
based on the DOE method described in Table 3, which
served not only to create an optimal experimental de-
sign but also as an augmentation method. According
to the DOE runs, augmentation refers to the virtual
response values for the acoustic parameters obtained
through ODEON software.

Firstly, an ANN was trained individually for each
acoustic parameter. Although the same input matrix
was used in all the ANN models, only the output vari-
able varied according to the evaluated acoustic param-
eters. As a result, a single training sample consisted
of a 15-input feature vector and a scalar output. The
input feature vector was derived from the DOE model
inputs, A, B, C, D, AB, AC, AD, BC, BD, CD, ABC,
ABD, ACD, BCD, and ABCD, and the scalar tar-
get corresponded to the reduced single band acous-

a) Overall training set

Run A B C D AB AC AD BC BD CD ABC ABD ACD BCD ABCD Yi,j* 

1 -1 -1 -1 -1 1 1 1 1 1 1 -1 -1 -1 -1 1 yi,k 

2 1 -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 -1 -1 y2,k 

3 -1 1 -1 -1 -1 1 1 -1 -1 1 1 1 -1 1 -1 y3,k 

4 1 1 -1 -1 1 -1 -1 -1 -1 1 -1 -1 1 1 1 y4,k 

5 -1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 1 -1 y5,k 

6 1 -1 1 -1 -1 1 -1 -1 1 -1 -1 1 -1 1 1 y6,k 

7 -1 1 1 -1 -1 -1 1 1 -1 -1 -1 1 1 -1 1 y7,k 

8 1 1 1 -1 1 1 -1 1 -1 -1 1 -1 -1 -1 -1 y8,k 

9 -1 -1 -1 1 1 1 -1 1 -1 -1 -1 1 1 1 -1 y9,k 

10 1 -1 -1 1 -1 -1 1 1 -1 -1 1 -1 -1 1 1 y10,k 

11 -1 1 -1 1 -1 1 -1 -1 1 -1 1 -1 1 -1 1 y11,k 

12 1 1 -1 1 1 -1 1 -1 1 -1 -1 1 -1 -1 -1 y12,k 

13 -1 -1 1 1 1 -1 -1 -1 -1 1 1 1 -1 -1 1 y13,k 

14 1 -1 1 1 -1 1 1 -1 -1 1 -1 -1 1 -1 -1 y14,k 

15 -1 1 1 1 -1 -1 -1 1 1 1 -1 -1 -1 1 -1 y15,k 

16 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 y16,k 
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Input-output matrix

Input set (X): 15x16 (Matrix normalized between -1 and +1)

(15 features for the total sample with 16 rooms)

Target set (d): 1x16 (Vector Y normalized between -1 and +1)

(16 responses for each descriptor, considering the 16 simulated rooms)

Other pairs of input and output submitted to training

Input vector (x), composed of the effects A,

B, C, D and interactions.

Non-normalized network target - d

Normalized network target - y

b) Single input and output sample

A training sample or single input-output pair

Input: 15x1 (15 features for 1 room)

Target: 1x1 (1 response for each descriptor) 

Hidden layers

Input Layer

Output Layer

Fig. 2. Attribution of the input/output relationship in training the network.

tic parameter. The Y16,8 octave band output matrix
was dimensionally reduced to the Y16,1 octave single
band vector encoded in the first principal subspace,
using principal component analysis – PCA (Jolliffe,
Cadima, 2016). Thus, the entire training set for one
classroom was composed of an X16,15 input matrix and
a Y16,1 output vector.

The PCA worked by deflating redundant informa-
tion through multicollinearity reduction, using eigen-
vector information as a threshold measure. For ex-
ample, for an Xm×n dataset, where m is the num-
ber of observations of n variables, the PCA diagonal-
izes X through its variance-covariance matrix, given
as S = (1/N − 1)XXT, where N is the number of ob-
servations, n = 1,2, ...,N . The eigendecomposition of
S results in Suk = λkuk, thus determining the eigenvec-
tors uk and their eigenvalues λk. The sorted eigenvalue
λk informs the cumulative explained variance in the
original X dataset (Jolliffe, 2011).

Secondly, Russell and Norvig (1996) recommend
applying the min-max scaling range −1 to 1, in the
training dataset. The input data set was then assigned
as the design matrix, which was already in a scaled
form; hence, only the target variables underwent scal-
ing through Eq. (11):

yij = a + (dij −min(dij))(b − a)
max(dij) −min(dij) , (11)

where yij is the j scaled target feature, i.e., j (= T30,
EDT, C50, D50, Ts, STI), i = 1,2, ...,16 is the i-th
sample of the j feature, simulated dij stands for the
non-scaled feature, and a and b correspond to −1 and
+1, which represent the transformed range.

The hyperbolic tangent activation function, which
has the same image range as min-max scaling, was em-
ployed here. Figure 2 shows the assignment of a train-
ing sample, with the input, x1,15 (vector), and output
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y1,1 (scalar) in the ANN and its relationship with the
DOE for a classroom.

The algorithm described in Fig. 2 was used for each
of the five classrooms where measurements were taken,
and 16 virtual rooms were generated corresponding to
the curves (runs). Thus, a total of 80 virtual classrooms
were created using ODEON software. As mentioned
earlier, the X16,15 matrix was then adopted as the ANN
input, while the target for subsequent ANN training
was the YPCA16.6

vector. Lastly, the ANN was trained
with an input composed of 15 features, which were the
main factors A, B, C, D and their respective 2nd order
(AB, AC, AD, BC, CD), 3rd order (ABC, ABD, ACD,
BCD) and 4th order (ABCD) interactions, and only
one scalar as output.

Regarding the training dataset, a correlation ma-
trix was evaluated in two ways: (a) by intra-correla-
tions between the responses for the same descriptor,
in the octave bands, and (b) the intercorrelations be-
tween the different descriptors T30, Ts, EDT, D50,
U50, and STI in their octave bands.

2.4.2. Artificial neural network topological structures

The multilayer perceptron (MLP) architecture was
utilized to train the ANN. The architecture of a net-
work determines how artificial neurons are arranged
and how signals flow between them (LeCun et al.,
2015). The term network topology indicates the num-
ber of neurons contained in these hidden layers. The
ANN model was employed as a regression problem for
multidimensional function approximation, leveraging
the universal approximation theorem. This approach
enabled the sensitivity analysis of the effects of con-
trollable factors on the ANN models, as described in
Subsec. 2.5. Table 5 outlines the design of the ANN
applied in this study.

ANNs are subject to overfitting, which occurs when
they approximate the training data too closely, caus-
ing them to lose their ability to generalize. Therefore,
early stopping and holdout were employed to reduce
the possibility of overfitting, according to the heuristics
proposed by Piotrowski and Napiorkowski (2013).

Table 5. Configurations of the neural network design.

Architecture MLP

Number of inputs/number of outputs 15/1

Topology 1 MLP 15-5-5-1

Topology 2 MLP 15-10-10-1

Topology 3 MLP 15-15-15-1

Topology 4 MLP 15-20-20-1

Topology 5 MLP 15-30-30-1

Topology 6 MLP 15-35-35-1

Training algorithm Error backpropagation, optimized by Levenberg–Marquardt

Activation functions in hidden layers Hyperbolic tangent function

Activation function in the output layer Linear function

Having trained the ANN, the network inference
phase began, after the synaptic weights had already
been adjusted. Thus, the inference of a network con-
sisted of applying its input values (X) and calculating
its estimated output (y). The quality of ANN train-
ing was evaluated by comparing the target (d) and the
estimated neural network (y), using Pearson’s R2 cor-
relation coefficient and the MSE as performance met-
rics. Lastly, an ANN was trained for each of the out-
puts T30PCA, EDTPCA, C50PCA, D50PCA, TsPCA, and
STIPCA.

The optimized response from the 50 independent
training sessions of the neural network, called the aver-
age equivalent network, was calculated for each topol-
ogy. All the computational implementations were de-
veloped in MATLAB R○.

2.5. Artificial neural networks input variable

sensitivity

In this work, the modified profile method (MPM)
(Gevrey et al., 2003; Do Nascimento, Oliveira,
2016) was applied to determine the relative significance
of the input variables. The MPM calculates the signif-
icance of the ANN input variables, using the angular
coefficient of the linear regression of the profile curve.
Hence, the significance rating for the 15-input vector,
A, B, C, D, AB, AC, AD, BC, BD, CD, ABC, ABD,
ACD, BCD, and ABCD was calculated as the average
of the effects in the five evaluated classrooms. Based on
the non-replicated DOE, the significance of the MPM
effects was estimated by transforming the angular co-
efficients into the z-score.

Multiple linear regression (MLR) was used to bench-
mark the MPM results. MLR was applied directly into
the design matrix to compare the sensitivity of each
input variable in the output. The sensitivity was taken
as the regressor values shown in Eq. (2). The regres-
sors were estimated using the least squares method,

which yields the following equation, β̂ = (XTX)−1 y,
where X is the design matrix shown in Table 3, XT is
the transpose design matrix, (⋅)−1 is the inverse ma-
trix operator, y is the output variable under analysis,
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y (= T30, EDT, C50, D50, Ts, STI), one output at
a time. The estimated model is ŷ =X β̂, and the resid-
ual values are e = y − ŷ. The quality of the regression
was evaluated using the sum of residual squares, given
as SSr = yTy− β̂TXTy and through Pearson’s squared
linear correlation coefficient (R2), usually known as the
determination coefficient.

3. Results and discussion

Figure 3 shows the values of the measured de-
scriptors. As can be seen, the hypothesis proposed
by Montgomery (2012), who recommended that the
DOE should be carried out in the most differenti-
ated conditions possible, was met since the descriptors
showed high statistical variability.
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Fig. 3. Mean STI, T30, EDT, D50, and Ts values measured
in the classrooms.

Table 6 lists the measured background noise levels
and the respective NC of the classrooms. The NC was

Table 6. Background noise level [dB] measured in the classrooms and noise criteria (NC) rating.

Room 125 Hz 250 Hz 500 Hz 1 kHz 2 kHz 4 kHz 8 kHz NC

1 34.5 30.0 23.2 21.4 21.1 19.6 17.0 23

2 48.3 38.6 32.2 32.0 29.9 23.0 19.5 35

3 48.0 41.0 40.2 38.9 30.0 25.3 24.9 30

4 48.9 42.6 34.6 28.9 25.1 21.9 21.4 32

5 50.4 44.9 36.6 31.9 29.3 22.8 18.0 34

Table 7. Mean measured SNR values.

Room
SNR, mean ± standard deviation

125 Hz 250 Hz 500 Hz 1 kHz 2 kHz 4 kHz 8 kHz

1 18.61± 4.62 25.61± 1.75 22.39± 0.68 19.22± 3.44 11.83± 2.43 8.11± 2.95 −3.61± 2.66

2 21.28± 2.67 20.48± 0.92 19.48± 0.59 17.44± 1.23 10.96± 1.59 6.04± 1.51 −9.32± 2.21

3 15.94± 3.73 20.19± 2.64 19.13± 3.01 18.31± 3.34 13.63± 3.03 10.13± 2.50 −1.44± 1.93

4 8.00± 3.28 16.17± 3.69 20.67± 3.26 23.17± 2.66 21.33± 2.77 20.83± 1.64 15.92± 1.62

5 14.09± 2.43 22.55± 3.08 21.91± 2.30 19.36± 1.80 11.09± 2.02 9.27± 1.85 −2.82± 1.83

used as an input for ODEON software, as indicated in
Fig. 2.

Table 7 lists the average measured values of SNR
in the octave bands. The STI values for each classroom
were calculated according to the IEC (2011) standard
Annex M: adjustments to measured STI and STIPA
results for simulation of occupancy noise and differ-
ent speech levels. The BGN level is listed in Table 6,
and the input sound source signal level was equal-
ized at Leq 60 dB, as described in Sec. 2. The cor-
responding mean STI values measured in classrooms
1 up to 5 were 0.70± 0.06, 0.63± 0.02, 0.56± 0.02,
0.58± 0.02, and 0.53± 0.03, respectively.

According to Subsec. 2.2, the classroom simulations
were validated by comparing the most significant per-
cent error values through the calibration curve and the
R2 value, as shown in Fig. 4.

Table 8 describes the generalization of the proce-
dure highlighted in Fig. 4 to calculate validation errors
pertaining to the other evaluated classrooms.

Using the validated virtual classroom models, new
simulations were generated corresponding to the con-
ditions illustrated in Fig. 2, which comprised the 15
combinations between factors A, B, C, and D. Figure 5
illustrates the distribution of the responses of descrip-
tors T30, EDT, Ts, D50, U50, and STI as a function of
each DOE run, using the results of the classroom two
as an example.

More than 95 % of the variance was explained solely
by the first principal component through the PCA
method, as was also the case in the other classrooms.
All the multi-band information contained in Fig. 5 was
therefore condensed in Fig. 6.

Figure 7 shows the correlation matrix for the de-
scriptors EDT, T30, Ts, D50, C50, U50, and STI ob-
tained after applying the PCA.

As can be seen, Fig. 7 and Table 9 indicate the
correlations and significance between the groups. Thus,
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Table 8. Forecast accuracy validation metrics for ODEON acoustic model via MPE, RMSPE and correlation.

Room
Estimation

type

STI T30 [s]

Mean RMSPE, r2 125 Hz 250 Hz 500 Hz 1 kHz 2 kHz 4 kHz 8 kHz Mean RMSPE, r2

1

Measured 0.70
7.14 %, 0.47

0.78 0.64 0.45 0.37 0.44 0.46 0.46 0.51
6.03 %; 0.96

Simulated 0.72 0.75 0.62 0.42 0.40 0.43 0.47 0.41 0.50

MPE 1.33 % – 4.03 % 2.67 % 7.18 % 7.02 % 3.04 % 1.73 % 10.87 % – –

2

Measured 0.63
3.99 %, 0.80

0.97 0.82 0.62 0.49 0.47 0.46 0.39 0.60
5.77 %; 0.96

Simulated 0.64 0.89 0.81 0.66 0.50 0.45 0.43 0.36 0.59

MPE 2.00 % – 8.22 % 0.67 % 7.27 % 1.21 % 4.00 % 5.81 % 7.81 % – –

3

Measured 0.56
5.03 %, 0.57

0.71 0.83 0.92 1.02 1.02 0.92 0.81 0.89
6.35 %; 0.91

Simulated 0.54 0.77 0.81 0.89 0.95 0.98 0.84 0.74 0.85

MPE 3.48 % – 8.33 % 2.90 % 3.13 % 6.61 % 3.52 % 8.48 % 8.14 % – –

4

Measured 0.58
3.88 %; 0.32

2.62 2.08 1.58 1.08 1.07 1.06 0.86 1.29
4.91 %; 0.99

Simulated 0.59 2.68 1.99 1.60 1.01 0.99 1.03 0.80 1.24

MPE 0.43 % – 2.43 % 4.42 % 1.54 % 6.12 % 7.34 % 2.63 % 6.52 % – –

5

Measured 0.53
6.63 %; 0.77

2.60 2.11 1.31 1.01 1.01 0.95 0.77 1.39
4.19 %; 0.99

Simulated 0.55 2.54 2.10 1.22 0.98 0.98 0.88 0.78 1.35

MPE 5.01 % – 2.13 % 0.50 % 6.71 % 3.09 % 2.91 % 7.29 % 1.38 % – –
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Table 9. Correlations between the evaluated descriptors and their significance.

EDT [s] T30 [s] Ts [ms] D50 C50 [dB] U50 [dB] STI

EDT [s] 1

T30 [s] 0.947∗ 1

Ts [ms] 0.996∗ 0.948∗ 1

D50 −0.963∗ −0.902∗ −0.965∗ 1

C50 [dB] −0.914∗ −0.863∗ −0.912∗ 0.977∗ 1

U50 [dB] −0.273∗ −0.254∗ −0.266∗ 0.267∗ 0.257∗ 1

STI −0.281∗ −0.252∗ −0.278∗ 0.269∗ 0.256∗ 0.975∗ 1

Note: a 2-tailed test of significance is used; *correlation is significant at the 0.05 level.
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upon analyzing the correlation matrix, three groups
were observed, identified by the dark blue samples, i.e.,
the 1st (EDT, T30, and Ts), the 2nd (C50 and D50),
and the 3rd (U50 and STI).

In the benchmarking literature, Tang (2008) made
a joint evaluation of the speech-related acoustic de-
scriptors using regression models. The author reported
the following correlations:

STI (D50) r2 = 0.893 (+); STI (C80) r2 = 0.916 (+);
STI (Ts) r2 = 0.907 (−); STI (RT) r2 = 0.903 (−).

For comparison, the following correlations were ex-
tracted from Table 9:

STI (D50) r2 = 0.269 (+); STI (C50) r2 = 0.256 (+);
STI (Ts) r2 = 0.278 (−); STI (RT) r2 = 0.252 (−).

Thus, it can be inferred that the effects followed the
same vein.

Additionally, a literature review by Minelli et al.
(2022) found that the acoustic descriptors are signif-
icantly affected by the occupation condition of built
environments (factor D), i.e., unoccupied or occupied.
This finding is in line with ours, which indicated that
the entire acoustic response was altered in various ways
by a combined change in construction factors (A, B, C,
and D).

Likewise, Croce et al. (2023) and Choi (2020)
independently established relationships between STI,
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U50, and RT and assessed the influence of construc-
tion factors. Choi (2020) determined that, quan-
titatively, C50(125–4 kHz) is more strongly corre-
lated with U50(125–4 kHz) r2 = 0.824 than with
STI (0.627). Hence, the results of linear regression in-
dicated that C50, specifically, plays a more significant
role in increasing r2 values of both U50 and STI, out-
weighing the impact of the background noise compo-
nent (factor A). This conclusion can be seen in the
last two rows of Table 10, where the encoded effects
on U50 and STI were the same (−)A, (+)B, (−)AB,
and (+)D, and as proxy, the correlation STI(U50)
was 0.975 (+), while the other correlations were lower:
C50(U50) 0.257 (+), C50(STI) 0.269 (+).

The r2 between U50(125–4 kHz) and C50(125–4 kHz)
is 0.824, while that between STI and C50(125–4 kHz)
is 0.627. This indicates that the correlation between
STI and C50 is not much stronger, which resembles the
result described in Table 9, i.e., C50(STI) 0.269 (+). In
an extended discussion about the role of early reflec-
tions on C50 and their implications for speech intelligi-
bility, Prodi et al. (2022) reported the same findings.
This was highlighted in the current work by the MPM,
which separated C50 and D50 from the STI and U50
group.

Graphically, to assess the significance rating, Fig. 8
illustrates the effects of A, B, C, and D, and their re-
spective interactions in the classrooms on the evalu-
ated descriptors, using the MPM.

In Fig. 8, note the spatial uniformity of the sig-
nificance rating, which is why the discussion was gener-
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Table 10. Comparison of the absolute effects on the descriptors: MPM versus MLR.

Group Parameter
Rating and effects

1 2 3 4

1

EDT [s]

Coded effect (−)B (+)C (+)BD (−)D

MPM magnitude 2.902 1.242 1.212 1.202

MLR magnitude 2.963 1.348 1.133 1.222

T30 [s]

Coded effect (−)B (+)BD (−)D (+)C

MPM magnitude 2.728 1.210 1.076 0.834

MLR magnitude 2.858 1.492 1.175 1.155

Ts [ms]

Coded effect (−)B (+)BD (−)D (+)C

MPM magnitude 2.944 1.236 1.146 1.134

MLR magnitude 2.968 1.365 1.221 1.084

2 D50

Coded effect (+)B (−)C (−)BD (+)D

MPM magnitude 3.096 1.096 1.074 1.044

MLR magnitude 3.168 1.076 1.048 1.046

3

U50 [dB]

Coded effect (−)A (+)B (−)AB (+)D

MPM magnitude 2.906 1.288 0.754 0.704

MLR magnitude 3.347 0.910 0.598 0.582

STI

Coded effect (−)A (+)B (+)D (−)AB

MPM magnitude 3.072 0.996 0.632 0.582

MLR magnitude 3.340 0.904 0.631 0.565

alized. Moreover, it was found that the groups in the
effect analysis were the same as those in the correlation
analysis. Table 10 quantifies the significance ratings of
the impact shown in Fig. 8. The four main effects in
each group are highlighted with a (+) sign, indicating
an increase in the descriptor, while the (−) sign indi-
cates a decrease in the descriptor as the effect varies
from −1 to +1.

As can be seen in Table 10, the acoustic parameters
were given the same rating by both MPM and MLR,
matching the construction design factors. Likewise, it
was found that the rating was identical for each acous-
tic parameter, confirming that the MPM showed ex-
cellent convergence when benchmarked with the MLR.

In the first group (EDT, T30, and Ts), the most
important factors were: (−)B, (+)BD, (−)D, and (+)C.
The increase in absorption (B) from −1 to +1, implied
a decrease in EDT, T30, and Ts. The same finding was
reported by Beranek (2006).

The second group (C50, D50) responded, in terms
of magnitude, as (+)B, (−)C, (−)BD, and (+)D. The
increase in absorption (B), from −1 to +1 implied an
increase in D50. Similarly, a positive correlation was
found between D50 and both U50 and STI, and these
results are promising, since D50 is strongly associated
with STI (Bradley et al., 2003; Croce et al., 2023;
Choi, 2020). It should be noted that the higher the
D50, the greater the intelligibility, according to the re-
lationship described by Bradley et al. (2003).

In the third group (U50 and STI), the first effect
with the highest impact on intelligibility was back-
ground noise (A). In contrast, the second most sig-
nificant effect was sound absorption (B). As a re-
sult, the increase in background noise from −1 to +1

caused a decrease in STI, while sound absorption alone
did not exert a significant effect. Thus, the importance
ratio of effect A on B was approximately three-fold.
The factor A explained most of the variation in STI.
A similar finding has been reported in several studies
(Bistafa, Bradley, 2000; Rennies et al., 2014; Sato
et al., 2012; Leccese et al., 2018).

It is essential to note that while this work provided
a comprehensive understanding of the relationships be-
tween various acoustic descriptors and building design,
there is room for improvement to enhance the consis-
tency and reliability of results. Firstly, the study fo-
cused on a specific set of factors (A, B, C, and D)
and their influence on acoustic parameters, potentially
overlooking other variables that could contribute to the
acoustic environment. Moreover, some limitations of
this work must be recognized, including the potential
for unaccounted variables or interactions that could in-
fluence the acoustic descriptors, as well as reliance on
specific models and methods (MPM and MLR) that
may not detect all the nuances of the acoustic en-
vironment. To improve the reliability of the results,
further studies involving larger sample sizes or differ-
ent types of classrooms would be advisable to vali-
date the findings. Furthermore, incorporating more ad-
vanced modeling techniques or considering additional
variables, such as room geometry or occupants’ po-
sitions, could provide a more comprehensive picture
of the relationships between acoustic descriptors and
building design factors. Lastly, the study’s reliance on
correlational analyses means that other unmeasured
variables could potentially lead to confusion about the
observed relationships, underscoring the need for ad-
ditional research to explore these relationships.
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4. Conclusions

In conclusion, this work involved an in-depth com-
parison of acoustic parameters using both MPM and
MLR methods, revealing a high degree of convergence
between the two methods. This analysis, guided and
benchmarked by a review of the literature, provides
a comprehensive understanding of the complex re-
lationships between various acoustic descriptors and
building design.

The correlation analyses of U50, STI, and C50, as
discussed in the context of (Choi, 2020) and validated
in the current study, elucidate the intricate interac-
tion between these predictors of speech intelligibility.
The observed predominance of C50 in influencing both
U50 and STI values, as described in Table 10, sup-
ports Choi’s (2020) quantitative findings, and under-
scores the pivotal role of room acoustic parameters in
enhancing speech intelligibility.

As for the significance of controllable factors, it
was concluded that the sound absorption, the fac-
tor (B), interferes more strongly in reverberation-
related descriptors (groups 1 and 2), while the back-
ground noise, the factor (A), strongly interferes with
the STI. The factor (C) was the one that interfered the
least with the acoustic descriptors in general. More-
over, it was shown that D50 responds to the acoustic
conditions of the classroom in the same way as EDT,
Ts, and T30 do. The only difference is that RT de-
creases and D50 increases in response to an increased
classroom sound absorption. Surprisingly, the com-
bined 3rd and 4th order interactions had negligible ef-
fects in the classrooms of this study.
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It has been shown that within the range of acoustic pressures used in ultrasound imaging, waveforms are
distorted during propagation in tissue due to the physically nonlinear behavior of the tissue. This distortion
leads to changes in the spectrum of the received ultrasound echoes, causing the transfer of signal energy from the
fundamental frequency to higher harmonics. Interestingly, adipose tissue exhibits up to 50 % stronger nonlinear
behavior compared to other soft tissues. The tissue nonlinearity parameter B/A is typically measured ex vivo
using an ultrasound method in transmission mode, which requires extensive receiving systems. Currently, there
is no improved ultrasound method for measuring the B/A nonlinearity parameter in vivo, which could be used
in assessing the degree of fatty liver disease.

We propose a new, simple approach to estimating nonlinear tissue properties. The proposed method in-
volves transmitting ultrasound waves at significantly different acoustic pressures, recording echoes only in the
fundamental frequency band at various depths, and introducing a nonlinearity index (NLI) based on specific
echo amplitude ratios.

The NLI at a given depth is calculated using the ratio of two dimensionless parameters. The first parameter
is a predetermined constant obtained by dividing the total echo values from transmitting a signal at higher
sound pressure by those from a signal at lower sound pressure, summed over a small tissue sample volume
located near the transducer. The second parameter is calculated at a fixed distance from the transducer,
determined by dividing the total echo values from transmitting a signal at higher sound pressure by those from
a signal at lower pressure, summed over a small tissue volume of the tissue at that distance from the transducer.
The reliability of the proposed measurements for assessing tissue nonlinearity has been substantiated through
experimental confirmation of the existing correlations between the values of NLI and B/A in water, sunflower
oil, and animal liver tissue samples with oil-enriched regions. The NLI was more than 15 % higher in sunflower oil
than in water. The NLI in bovine liver sample below the area with injected oil (mimicking “steatosis”) was
more than 35 % higher than in regions without oil. This method represents a promising modality for the
nonlinear characterization of tissue regions in vivo, particularly for diagnosing fatty liver disease.

Keywords: ultrasound imaging; abdominal ultrasound; nonlinear propagation; tissue harmonic imaging; non-
linearity index.
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1. Introduction

Ultrasound imaging has become a cornerstone of
modern medicine, offering a safe, portable, and cost-
effective method to visualize internal organs and struc-
tures. Modern ultrasonography relies on linear and

nonlinear properties (such as tissue harmonic imaging)
of ultrasound wave propagation in tissue. By analyz-
ing these nonlinearities, physicians can gather addi-
tional information about tissues, potentially providing
deeper insights into physiological processes and disease
states.
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A broad overview of the current state of research
and challenges in estimating the B/A nonlinearity
parameter is presented in (Panfilova et al., 2021).
So far, with a very wide range of B/A measurements,
none of the methods has been successfully imple-
mented in real-time ultrasound. One significant chal-
lenge lies in the limited bandwidth of linear arrays
and convex type of ultrasonic transducers, which does
not exceed 60 %–70 %. This narrow bandwidth signifi-
cantly limits the reception of second harmonic echoes,
consequently limiting the ability to estimate the B/A
parameter in real time along the propagation path. The
first attempts to reconstruct B/A profiles were made
using the pump wave method (Ichida et al., 1983;
1984). Another approach, using parametric array to-
mography was described in (Gong et al., 2004; Wang
et al., 2003). The finite amplitude method, called FAM
(Gong et al., 2004; Akiyama, 2000; Toulemonde
et al., 2015) might be considered as an inspiration for
our method. However, to the best of our knowledge,
none of the B/A estimation/reconstruction techniques
have yet been applied to real-time US imaging.

The phenomenon of nonlinear propagation of ultra-
sonic waves is used in tissue harmonic imaging (THI)
because it increases the resolution of ultrasound images
of examined organs (Varray et al., 2010; Van Wijk,
Thijssen, 2002). Several methods have been devel-
oped to measure this nonlinear echo, including ampli-
tude modulation, pulse inversion, and second harmonic
inversion (Simpson et al., 1999). However, THI is far
from being optimal in the sense that only half of the
available transducer bandwidth is used for image for-
mation – the lower half for transmission and the upper
half during reception. The importance of reduced dy-
namic range and penetration encountered in THI was
also pointed out (Averkiou et al., 1997; Averkiou,
2001). Since images are formed with only the first har-
monic components, which are usually at least 20 dB
below the fundamental, the dynamic range is lim-
ited. Additionally, Coila and Oelze (2020) conducted
a study on the influence of nonlinear propagation in tis-
sue on the estimation of attenuation/absorption in spe-
cific tissue regions.

The linearized pressure-density equation of state
has a form:

p = P − P0 = (ρ − ρ0) (∂P
∂ρ
)
ρ0

, (1)

where P is the total pressure, which is the sum of the
equilibrium pressure P0 and the acoustic pressure p;
ρ0 and ρ are the equilibrium density and the small in-
crease in density produced by the sound, respectively.
Equation (1) is applicable when the speed of sound (c)
is much greater than the local flow velocity (v), c≫ v,
i.e., when the Mach number (M) is much less than one,
M = v/c≪ 1.

In the context of ultrasonic pressures, typically
ranging from hundreds of kilopascals to several mega-
pascals, tissue volume experiences compression and
stretching, leading to pressure-dependent changes in
the speed of sound.

At sufficiently high pressure magnitudes, wave
propagation ceases to be linear, necessitating the inclu-
sion of additional nonlinear terms to the fluid equation
of state. These terms account for both the tissue elas-
ticity (A) in the linear regime of density changes and
the higher-order elasticity coefficient (B) as the first
correction taking into account nonlinear (quadratic)
changes in density (Hamilton, Blackstock, 2008).

Consequently, the pressure-density relation p =
f(ρ) can be approximated by a Taylor series expan-
sion of the adiabatic equation of state:

p = (ρ − ρ0) (∂P
∂ρ
)
ρ0

+
(ρ − ρ0)2

2
(∂2P

∂ρ2
)
ρ0

+⋯

= A(ρ − ρ0
ρ0
) + B

2
(ρ − ρ0

ρ0
)2 +⋯ (2)

After truncating Eq. (2) to the second-order term,
the ratio of B/A and the nonlinearity coefficient of the
medium β = 1 + (1/2)B/A can be estimated, where
A = ρ0(∂P /∂ρ)ρ=ρ0

, and B = ρ20(∂2P /∂2ρ)ρ=ρ0
. The

parameter A corresponds to the elasticity coefficient
of increases and hence the speed of sound propagation
increases. The nonlinear parameter B/A carries infor-
mation about the distortion of the propagating wave,
resulting in the transfer of some energy to the second
and higher harmonics.

In the domain of linear acoustics, specifically in
a lossless linear medium, the neglect of wave distor-
tions and the emergence of higher harmonics result in
B/A = 0. However, in real materials, B/A assumes fi-
nite values. Documented B/A values for various fluids
and biological media were outlined in (Duck, 2002):
for water at 20 ○C and 40 ○C, B/A = 4.96 and 5.38,
respectively; for 3.5 % saline at 20 ○C, B/A = 5.25; for
blood plasma at 30 ○C, B/A = 5.74; for whole blood
(26 ○C) B/A = 6.1; for nonfat soft tissues B/A = 6.3–
8.0; and for fatty soft tissues B/A = 9.6–11.3 (Var-
ray et al., 2010). Dong et al. (1999) provided the ul-
trasonic nonlinearity parameter B/A for nine versions
of water-based, macroscopically uniform ultrasonically
tissue-mimicking (TM) nonfat and fat materials. No-
tably, the B/A parameter is 1.5 to 2 times greater in
adipose compared to other tissues, thereby partially
elucidating the advantages of utilizing harmonic imag-
ing in challenging cases involving excess body fat.

In what follows, we describe a preliminary inves-
tigation focused on evaluating the nonlinearity of the
medium by comparing echoes from selected areas sub-
jected to various scanning signals with differing ampli-
tudes. In a linear medium, the magnitude of the echoes
should be directly proportional to the amplitude of the
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transmitted signals. Any deviation from the linear re-
lationship between the transmitted signal’s amplitude
and the backscattered amplitude is contingent upon
the physically nonlinear properties of the tissue area
under scrutiny.

The rest of the paper is organized as follows: the
next section presents a brief overview of the pro-
posed method, the results obtained using proposed
method are presented in Sec. 3, and the discussion is
presented in Sec. 4.

2. Materials and methods

In the linear model of ultrasound propagation, the
echoes from reflectors or biological tissue for different
sound pressures measured at the same depth should
vary proportionally to the transmitted sound pres-
sures. However, in the case of nonlinear wave prop-
agation, part of the acoustic energy is transferred to
higher harmonics. This transfer increases with increas-
ing acoustic pressure, resulting in a real decrease in
echo amplitudes for the first harmonic.

We propose a new, straightforward approach to
quantifying the nonlinear properties of tissue by an-
alyzing the ratio of the energy of scattered echoes
from a tissue/medium with different nonlinear ul-
trasound propagation characteristics using different
acoustic pressures during transmission.

This new approach involves using several consecu-
tive wave transmissions of identical waveform but with
significantly different acoustic pressures (varying by
several times), along with successive recordings of ul-
trasound images in the baseband of the head (only the
first harmonic is recorded). Images of “linear” tissues
will differ only in amplitude, which will be proportional
to the amplitude of the transmitted wave. Therefore,
the ratios of the echoes’ amplitudes recorded for the
sequence of low- and high-pressure transmission (after
compensating for different transmit pressures) should
be close to one. If there are areas in the imaging space
with different B/A nonlinearity ratio, the amplitude
ratios will differ from one and this value should in-
crease with increasing nonlinearity coefficient of the
imaged tissue.

The Verasonics Vantage 256 (Verasonics, USA)
and us4R-lite ultrasound research system (us4us ltd.,
Poland) with a convex probe (ATL C4-2) were
used for the measurements. The research was car-
ried out in three stages: hydrophone measurements
in water and sunflower oil, reflection measurements in
water and sunflower oil, and backscatter measurements
in tissue in vitro. First two steps were performed the
using us4R-lite system, while the measurements in
the liver sample were conducted with the Verasonics
Vantage 256. In all three experiments, all transducer
elements were activated simultaneously. For this pur-
pose, short pulses (two sine cycles) at a nominal fre-

quency of 3.125 MHz and a sampling rate of 62.5 MHz
were generated, with amplitudes corresponding to var-
ious sound pressures (see discussion below).

In the first step of the evaluation, three pulses
with different driving voltages were successively trans-
mitted into water. The corresponding peak-to-peak
pressure amplitudes were measured with a needle hy-
drophone with a sensor diameter of 0.075 mm (Pre-
cision Acoustics, UK) at a distance of 0.5 cm from
the face of the transmitting transducer. The measured
amplitudes P1, P2, and P3 were equal to 0.19 MPa,
0.39 MPa, and 1.55 MPa, respectively. Then, for each
of these transmission pressures, the amplitudes of the
first and higher harmonics were measured in both wa-
ter and sunflower oil. The hydrophone was positioned
at depths of 1 cm, 2 cm, 3 cm, 4 cm, 5 cm, and 6 cm
from the transducer.

In the second step of our research, we used the same
transmission pressures, to measure the echoes’ ampli-
tudes from a thread phantom made of thin (0.2 mm)
nylon threads spaced 1 cm apart, immersed in both
water and sunflower oil.

In the last step, we performed backscattered ultra-
sound measurements in a fresh beef liver sample. At
a depth of 4 cm from the surface of the sample, 1 cm3 of
sunflower oil was injected into the sample to mimic
fatty tissue. Then, we determined the average ampli-
tude of echoes in selected areas along the radiation
axis of the examined tissue. We used regions of in-
terest (ROIs) in the shape of a scan stripe with an
arbitrarily selected width of 0.5 cm (10 image lines)
and 25 RF samples along each line corresponding to
0.5 cm in depth (Fig. 1). The averaged echoes’ ampli-
tudes were calculated for each of the applied sound
pressures P1–P3.

Finally, the echo amplitude values were normal-
ized, i.e., divided by the transmitted pressures, and
these values are denoted in this article as EP1–EP3.
Theoretically, for purely linear propagation, such nor-
malized backscattered echoes’ amplitudes E should
be the same across all applied pressures throughout
the penetration depth. The pressures reported in the
experiments are given as peak-to-peak values. The
corresponding mechanical indices (MI) calculated for
peak negative pressures at a nominal frequency of
3.125 MHz are given in Table 1. For all applied pres-
sures, the MI remains below the FDA regulated limits
for diagnostic ultrasound, MI < 1.9.

Table 1. MI values for pressures used in the experiments.

Peak-to-peak
pressure
[MPa]

Peak negative
pressure
[MPa]

MI

0.19 0.096 0.049

0.39 0.196 0.1

1.55 0.68 0.345
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Fig. 1. Principle of calculating the average amplitude of echoes EP1(d1), EP2(d1) and EP1(d2), EP2(d1) at different
depths d1 and d2 of the examined tissue and for two different pressures P1 and P2 of the transmitted ultrasonic wave. The

echo amplitude E(d) in each region is calculated as the sum of amplitudes of I samples in M lines.

We introduce the nonlinearity index (NLI) in the
form of the quotient of two average echo amplitudes
EPi(d) and EPj(d) measured at depth d for two differ-
ent transmitted acoustic pressures Pi (lower pressure)
and Pj (higher pressure):

NLI(d;Pi, Pj) = NREPi(d)
EPj(d) , (Pj > Pi). (3)

The ratio of echo amplitudes EPi(d) and EPj(d)
for both transmitted pressures is normalized by the
factor NR, which is the ratio of the echo amplitudes
EPj (for the higher pressure Pj) and EPi (for the
lower pressure Pi) measured 0.5 mm below the trans-
ducer face. In our experiments, NR was equal to 9.3 for
the pressures of 1.55 MPa and 0.19 MPa, and 4.4 for the
pressures of 1.55 MPa and 0.19 MPa, respectively.

The instantaneous amplitude of the ultrasound
echo signals was obtained using Hilbert transform-
based envelope detection of the ultrasound radiofre-
quency (RF) signals (Hahn, 1996).
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Fig. 2. Amplitudes of the first three harmonics 1 through 3 measured in water with a needle hydrophone (along the
radiation axis) at depths of 1 cm (a) and 6 cm (b) from the transducer face. The transmitted pressures ranged from

0.19 MPa to 1.55 MPa.

3. Results

As stated in the previous section, the measurements
were carried out in three stages. First, we determined
the intrinsic first harmonic levels in water and sun-
flower oil using a needle hydrophone placed at various
depths from the face of the scanning head, ranging
from 1 cm to 6 cm. Then, the amplitudes of backscat-
tered echoes from thin threads immersed in both water
and sunflower oil were measured. In the last stage of
the research, the NLI was determined in areas of the
beef liver sample with the “steatosis” area introduced
by injecting 1 ml of sunflower oil.

3.1. Hydrophone axial field measurements in water

and sunflower oil

The Fourier spectra (up to the third harmonic)
of the acoustic pressures measured with a needle hy-
drophone in water and sunflower oil at depths of 10 mm
and 60 mm are shown in Figs. 2a–b and Figs. 3a–b,
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Fig. 3. Amplitudes of the first three harmonics measured in sunflower oil with a needle hydrophone (along the radiation
axis) at depths of 1 cm (a) and 6 cm (b) from the transducer face. The transmitted pressures ranged from 0.19 MPa

to 1.55 MPa.

respectively. The transmitted pressure amplitudes
measured at a depth of 5 mm were recorded at values
of 0.19 MPa, 0.39 MPa, and 1.55 MPa.

In water, at a depth of 1 cm, the amplitude of the
first harmonic is 0.0382 (in arbitrary units – a.u.) for
a pressure of 1.55 MPa, and at a depth of 6 cm, its
value is 0.0285. For a pressure of 0.39 MPa, the ampli-
tudes of the first harmonics are 0.0094 and 0.0071 at
depths of 1 cm and 6 cm, respectively. For a pressure
of 0.19 MPa, the amplitudes of the first harmonics are
0.0041 and 0.0037 at depths of 1 cm and 6 cm, respec-
tively.

In sunflower oil, at a depth of 1 cm, the amplitude
of the first harmonic for a pressure of 1.55 MPa is 0.015
(in a.u.), while at a depth of 6 cm its value is 0.0098.
For a pressure of 390 kPa, the amplitudes of the first
harmonics are 0.0034 and 0.0029 at depths of 1 cm and
6 cm, and for a pressure of 190 kPa, the amplitudes of
the first harmonics are 0.0016 and 0.0014 at depths
of 1 cm and 6 cm, respectively.

Figure 4 shows the dependence of NLIs defined by
Eq. (3) on depth in both water and sunflower oil based
on hydrophone data.

Oil [MPa] 

0.19/1.55  

0.39/1.55 

Water [MPa] 

0.19/1.55  

0.39/1.55  

Depth  [cm] 

N
L

I 

Fig. 4. Plots of NLIs in water and oil based on hydrophone
data for pressures of 0.39 MPa and 0.19 MPa, using a ref-

erence pressure of 1.55 MPa (see Figs. 2 and 3).

The amplitude of the first harmonic for the refer-
ence pressure of 1.55 MPa decreases with increasing
depth faster in sunflower oil than in water, particu-
larly when comparing to the first harmonic at lower
pressures of 0.39 MPa and 0.19 MPa. This is consis-
tent with the fact that the nonlinearity coefficient B/A
is larger for oil than for water (water ≈5, sunflower
oil >8). As a result, starting from a depth of 2 cm, the
NLI increases up to 2.02 in oil and 1.5 in water, at
a depth of 6 cm for the applied pressures of 1.55 MPa
and 0.19 MPa. This shows that higher values of the
NLI correspond to higher values of B/A parameter,
describing the nonlinear propagation characteristics of
the medium. The corresponding NLI values for the ref-
erence pressures of 1.55 MPa and 0.39 MPa in oil and
water were about 20 % lower, i.e., 1.9 and 1.4, respec-
tively.

3.2. Thread phantom experiment

The NLI for echoes from the threads placed at
depths of 1 cm, 2 cm, 3 cm, 4 cm, 5 cm, and 6 cm from
the transducer head in both water and sunflower oil,
using transmitted pressures of 190 kPa, 0.39 MPa, and
a reference pressure of 1.55 Pa, is shown in Fig. 5.

The NLI is approximately 15 % greater in oil than
in water for depths below 2 cm. However, the value of
NLI in oil flattens out above 5 cm due to much greater
attenuation – over 60 times greater than in water at
3 MHz (0.07 dB/cm for water and close to 4.5 dB/cm
for oil). In practice, attenuation in water can be ne-
glected.

3.3. In vitro measurements

A B-mode image of the fresh beef liver sample with
three marked areas for NLI determination: area 1 –
2.5 cm from the surface; area 2 – 4.5 cm from the sur-
face; area 3 – 6.5 cm from the surface, is shown in
Fig. 6.
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Fig. 5. NLIs for reflections from the nylon threads in oil
and water. Threads are placed every 1 cm. The blue and
red solid lines correspond to the NLI for sunflower oil
at pressures of 0.19 MPa/1.55 MPa (solid blue line) and
0.39 MPa/1.55 MPa (solid red line). The blue and red
dashed lines represent the NLI in water for pres-
sures of 0.19 MPa/1.55 MPa (blue dashed line) and

0.39 MPa/1.55 MPa (red dashed line).
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Fig. 6. B-mode image of a beef liver sample with three
areas marked for NLI determination. The red lines cor-
respond to pressures 0.19 MPa/1.5 MPa, while the blue

lines correspond to pressures 0.39 MPa/1.5 MPa.

As shown in Fig 6, there is a significant increase
in NLI to approximately 1.7 in area 3, at a depth of
5.5 cm, which is approximately 1.5 cm below the re-
gion where sunflower oil was injected. The results pre-
sented in Fig. 6 show that the NLI strongly depends
on “steatosis” within the tissue. In the case of normal
tissue (on the left side of the B-mode image of the sam-
ple) aside of the region with the injected oil, the NLI
at a depth of about 6 cm does not exceed the value of
1.35, while it undergoes an increase of 20 % under the
oil-injected region.

4. Discussion and conclusion

The nonlinear properties of the tissue cause the
transfer of energy from the transmitted wave not only
to the second harmonic component but also to the
third, fourth, and higher harmonics. However, this en-
ergy transfer is ignored in THI. In the proposed tech-
nique for determining the nonlinear coefficient of the
tested medium, the losses of the signal transferred to
all higher harmonics are automatically taken into ac-
count – the amplitude of the recorded echoes at the
first harmonic is smaller than the actual amplitude of
the returning signals reflecting the energy loss to the
second, third and higher frequency components. More-
over, since the proposed technique does not require the
recording of the second and higher harmonics, the en-
tire transducer bandwidth can be used for both trans-
mission and reception.

In our preliminary experiments, we demonstrated
that, both in water and sunflower oil, the relative de-
crease in echo amplitude with penetration depth is
greater at higher initial pressures of the transmitted
wave. Specifically, the quotient of the amplitude of the
first harmonic for low and high transmit acoustic pres-
sures increases faster in oil than in water. This result
is consistent with what was expected, given that the
nonlinearity coefficient B/A is over 1.5 times higher in
oil than in water (water ≈5, sunflower oil >8).

Furthermore, the NLI at depths exceeding 2 cm in
oil is approximately 15 % larger than in water. How-
ever, the NLI growth curve in oil begins to flatten
out slightly beyond 5 cm (Fig. 5). This phenomenon is
attributed to much greater attenuation of ultrasound
in oil – over 60 times than in water. Specifically, at
3 MHz, the attenuation is 0.07 dB/cm for water and
close to 4.5 dB/cm for oil. Practically, attenuation in
water can be practically ignored.

The preliminary in vitro experiment using a beef
liver sample, where a small region of the liver tissue was
modified by injecting 1 ml of sunflower oil, confirmed
the ability to assess the “steatosis” mimicking area by
measuring the NLI.

The introduced NLI strongly depends on “steatosis”
of the media where nonlinearity accumulation acceler-
ates, and reaches maximum below this region. This is
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confirmed in Fig. 6 where below the steatotic tissue (on
the right side of the sample, the region with injected
oil), the NLI at the depth of 6 cm reached 1.7 which is
almost 35 % higher than the NLI value of 1.3 observed
below normal tissue (on the left side of the sample).

The proposed method currently serves as a quali-
tative one and only allows the identification of areas
in the examined tissue with smaller or larger nonlinear
properties. At this stage, it does not allow for a quan-
titative correlation of the proposed NLI with the com-
monly established B/A nonlinearity parameter. How-
ever, the B/A ratio can only be determined in tissues
prepared in vitro, while our method is suitable for di-
rect application in vivo.

The nonlinearity parameters for healthy liver and
fatty liver tissues are (according to the existing liter-
ature) 7 and over 10, respectively (Zhang, 2001). We
expect that the proposed NLI index could significantly
help in the assessment of pathological changes in the
examined tissue.

There is a number of key issues that we will address
in our future research. First, we will extend the depth
of NLI analysis (depth limitation is currently limited
due to attenuation) and we will validate the proposed
methodology using focused transmission techniques.
We also plan to modify the presented approach for
a more localized assessment of medium nonlinearity.
Finally, our goal is to develop a methodology that will
enable quantitative imaging of tissue nonlinear prop-
erties based on the introduced NLI.
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The complexity of bistatic echo pulse sequences surpasses that of monostatic echo pulse sequences. Based
on the scattering acoustic field of elastic spheres and spherical shells, a method is employed to calculate the
time-domain echoes of solid spheres and spherical shells with transceiver separation under the condition of plane
wave incidence. This is achieved by constructing the incident signal and performing a multiplication operation
in the frequency domain with the target scattering acoustic field. Employing the contour integral method, we
derive phase velocity and group velocity dispersion curves for circumferential waves propagating around these
structures. Furthermore, under the assumption of plane wave incidence, we analyze the propagation paths of
Rayleigh echoes for solid spheres and anti-symmetric Lamb waves for spherical shells. Estimation formulas for
the arrival times of separated transmit-receive echoes are provided for both solid spheres and spherical shells.
Our findings indicate that bistatic waves can be classified into clockwise and counterclockwise circulation
patterns around the surfaces of these structures. Through a comparison with the time-angle spectrum of
echoes, we demonstrate the accuracy of the proposed estimation formulas for echo arrival times. This study
offers valuable insights for the identification of underwater targets.
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1. Introduction

In the context of underwater detection and target
identification, when acoustic waves impinge upon the
surface of a target, they not only generate geomet-
ric reflection waves but also transmit through the tar-
get. Within the elastic body, various re-radiated elas-
tic echoes are induced. These echoes carry character-
istic information of the target, aiding active sonar sys-
tems in the detection and identification of targets (Xia
et al., 2016; Too et al., 2014). A considerable amount
of research has been conducted globally on the recog-
nition and formation mechanisms of elastic wave com-

ponents in submerged elastic shell targets, particularly
in the domains of ultrasonics, underwater engineering
for damage detection (crack detection), and the identi-
fication of submerged and seafloor targets (Bednarz,
2017; Apostoloudia et al., 2007; Kargl et al., 2012;
Qiao et al., 2016). However, there has been limited
research on separated transmit-receive configurations.
With the current trend in sonar detection moving to-
wards multi-platform sonar joint detection, the inves-
tigation of target identification through the separated
transmit-receive configuration, leveraging the scatter-
ing characteristics of elastic waves, holds significant im-
portance.

https://acoustics.ippt.pan.pl/index.php/aa/index
mailto:zlp_just@sina.com
https://creativecommons.org/licenses/by/4.0/
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Research on the acoustic scattering of spheres and
spherical shells in free fields has been widely con-
ducted both theoretically and experimentally world-
wide (Gaunaurd, Werby, 1987; 1991; Ayres et al.,
1987; Marston, Sun, 1992). Gaunaurd and Über-
all (1983; 1985) analyzed the circumferential waves of
rigid spheres using singular expansion methods (SEM)
and Watson transform techniques, and delved deeper
into the scattering processes of solid spheres based on
resonance scattering theory. Überall et al. (1982) es-
tablished a direct connection between surface waves
and complex frequency poles. Fan et al. (2012) ap-
plied the Sommerfeld–Watson Transformation (SWT)
method to the problem of elastic spherical shells filled
with water, employing contour integration to solve
dispersion equations in the frequency and wavenum-
ber domains, indicating the generation of a significant
amount of fluid-added waves due to internal fluid load-
ing. Ding et al. (2023) proposed an acoustic encoding
principle and method based on high-frequency time-
domain echoes of stratified elastic spherical shells in
water, studying the influence of shell thickness, ma-
terial properties of each layer, and arrangement order
on the characteristics of time-domain echoes. Diercks
and Hickling (1967) demonstrated through experi-
ments with vacuum spheres that the target echo is re-
lated to the receiving point. Anderson (2012) utilized
SPWV time-frequency analysis methods and ray the-
ory analysis to show that in the presence of comprehen-
sive effects caused by changes in circumferential wave
paths and circumferential wave damping coefficients
due to transmit-receive separation, time and frequency
shifts occur in the echoes of free-field elastic spherical
shells. Thompson (2023) investigated the application
of time-frequency methods in detecting and identifying
target echoes underwater.

Fawcett (2015) proposed a method for solving the
elastic scattering of near-spherical targets, studying
the influence of shell thickness on polar angle transfor-
mation and showing changes in the mid-frequency en-
hancement region of near-spherical targets compared
to shells with a constant radius. Gunderson et al.
(2017) obtained forecast formulas for Rayleigh wave
interference trajectories of solid spheres and solid cylin-
ders by analyzing the path difference of circumferential
waves along their surfaces, both clockwise and coun-
terclockwise, which fit well with the angular frequency
spectrum interference fringes of the targets. Yu et al.
(2014) proposed a subsonic antisymmetric Lamb wave
separation method, which can identify subsonic anti-
symmetric Lamb waves even when the incident short
pulse frequency is far from the maximum enhancement
frequency. Su et al. (2017) proposed a signal process-
ing method under low-frequency broadband long-pulse
excitation, allowing the observation and analysis of
weak elastic wave energy in strong specular reflection
waves. Li and Wu (2019) filtered and modulated tar-

get echoes, separating target elastic scattering compo-
nents. The above studies did not analyze the mecha-
nisms of bistatic echo paths, echo moments, and the in-
formation carried by echoes of solid spheres and shells.

This paper firstly establishes a theoretical analyti-
cal computational model for solid spheres and spherical
shells. By multiplying the spectrum of the constructed
sinusoidal pulse signal with the computed acoustic
transfer functions of the solid sphere and the spher-
ical shell, the multi-bounce echo spectra of the solid
sphere and the spherical shell are obtained. Then,
an inverse Fourier transform obtains the time-domain
echo pulse sequence. The results reveal that both the
bistatic echoes of solid spheres and spherical shells ex-
hibit an X pattern, formed by waves circumnavigat-
ing the target in both clockwise and counterclockwise
directions. By contrasting the reverse echoes of solid
spheres and spherical shells, it is observed that spher-
ical shell reverse echoes exhibit distinct wave packets,
which can serve as a reference for the identification of
solid spheres and spherical shells. Finally, formulas es-
timating the arrival times of Rayleigh waves in solid
spheres and anti-symmetric waves in spherical shells
are provided.

2. Theoretical research

2.1. The theoretical solution of elastic spheres

Harmonic plane sound waves with unit amplitude
scatter from the elastic sphere as shown in Fig. 1. As-
suming the incident direction is aligned with the z-axis,
the backward scattering wave corresponds to θ = π.
Both the incident and scattered waves are indepen-
dent of the azimuthal angle ϕ and symmetric about
the z-axis.

z

x

y

O

r(r, θ, ϕ)

θϕ

Fig. 1. Plane waves scattering from an elastic sphere.

The expression for the scattered acoustic field of
the medium is given by (Tang et al., 2018):

ps =
∞

∑
n=0

in(2n + 1)bnh(1)n (kr)Pn(cos θ), (1)

where θ is the receiving angle, r is the receiving dis-
tance, and bn = −Bn/Dn, with Dn = 0 being the charac-
teristic equation of a solid sphere. The terms h(1)n (kr),
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Pn(cos θ), and specific elements in the matrix are de-
tailed in (Williams, Marston, 1985).

2.2. The theoretical solution of elastic spherical shells

Scattering of plane waves from a spatially fixed spher-
ical shell is considered, with spherical coordinates r

centered at the origin O, where the outer radius of the
shell is a, the inner radius is b, the thickness is h = a − b,
and the interior of the shell is a vacuum (Fig. 2). As-
sume a unit amplitude harmonic plane wave incident
along the z-direction onto the spherical shell.

z

x

y

b
a

O

ϕ θ

r(r, θ, ϕ)

Fig. 2. Schematic diagram of elastic spherical shell scatter-
ing.

The boundary conditions of the spherical shell are:

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

Trr = −p,
ur = 1

ρ0w2

∂p

∂r
, r = a,

Trθ = 0,
(2)

⎧⎪⎪⎨⎪⎪⎩
Trr = 0,
Trθ = 0,

r = b, (3)

where Trr and Trθ represent stress, and ur represents
displacement.

To solve for the scattering coefficient Bn from
the boundary conditions, we use the expression bn =−Bn/Dn, where Dn = 0 is the characteristic equation
of the spherical shell, and the matrix elements Bn and
Dn can be found in (Gaunaurd, Werby, 1991). The
scattered acoustic pressure in the surrounding water
medium of the spherical shell can still be expressed
using Eq. (1).
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Fig. 4. Comparison of theoretical solution and finite element computational results (ka is dimensionless frequency):
a) sphere; b) spherical shell.

3. Algorithm verification

To ascertain the precision of the computational
modeling of the scattering acoustic fields associated
with elastic spheres and spherical shells, we con-
ducted separate calculations for the scattering acous-
tic fields of a copper sphere with a radius of 0.5 m
and a vacuum copper shell with equivalent dimen-
sions and a thickness-to-diameter ratio of 0.05 (Fig. 3).
The material properties are detailed in Table 1. The
outcomes generated by the algorithm proposed in this
study were juxtaposed with those derived from finite
element software tailored for two-dimensional axisym-
metric computations. The comparative findings are de-
picted in Fig. 4. It is evident from the results that the
two computational approaches exhibit a high degree of
agreement, thus affirming the accuracy of the proposed
methodology.

a) b)

water

PML

sphere

z

r

water

PML

spherical

shell

z

r

Fig. 3. Finite element software two-dimensional axisym-
metric acoustic scattering model: a) sphere; b) spherical

shell.

Table 1. Material parameters.

Material
Density
[kg/m3]

Longitudinal
wave speed (cl)

[m/s]

Transverse
wave speed (ct)

[m/s]

Water 1000 1500 –

Copper 8900 4759 2325
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4. Dispersion curve

4.1. Solid sphere dispersion curve

The object of study in this section is a copper
sphere with a radius of 0.06 m. Utilizing both contour
integration and Gaussian integration methods (Long
et al., 1994), we computationally determine the phase
velocity and group velocity dispersion curves for the
elastic copper sphere with a radius of 0.06 m. The ma-
terial parameters used for these calculations are out-
lined in Table 1. The resulting dispersion curves are
visually represented in the subsequent figure (Fig. 5).
It is evident that the principal types of circumfer-
ential waves in the elastic sphere include whisper-
ing gallery (W-G) waves, Rayleigh waves, and Franz
waves. A higher imaginary component of the root sig-
nifies a more pronounced radiation capability; how-
ever, it also corresponds to increased attenuation dur-
ing propagation (Tang et al., 2018). Notably, the
imaginary component of Franz waves surpasses that
of Rayleigh waves, indicating that Franz waves expe-
rience heightened attenuation compared to Rayleigh
waves (Fig. 6). Consequently, the observation of Franz
waves in backward scattering scenarios poses consider-
able difficulty.
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Fig. 5. Phase velocities.
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Fig. 6. Distribution plot of the real and imaginary parts.
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Fig. 7. Group velocities: a) Rayleigh; b) Franz-1.

4.2. Spherical shell dispersion curve

Similar to solving the dispersion curve of a solid
sphere, all that is required is to modify the character-
istic equation of the sphere to that of a spherical shell.
The dispersion curve of the phase velocity for a vac-
uum copper spherical shell with a radius of 0.06 m and
a thickness-to-radius ratio of 0.05 is depicted in Fig. 8.
It can be observed that the a0+ and a0− waves undergo
a bifurcation near the resonance frequency.

From Fig. 9, it is evident that the imaginary com-
ponent of the a0− wave is nearly negligible at low fre-
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Fig. 8. Phase velocity dispersion curves.
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Fig. 9. Distribution plot of the real and imaginary parts.

quencies, suggesting a low radiation efficiency for this
wave type within this frequency range. Consequently,
the detection of the a0− wave at low frequencies proves
challenging. Moreover, a discernible trend is observed
wherein the radiation efficiency of the a0− wave in-
creases from low to high frequencies, while conversely,
the radiation efficiency of the a0+ wave decreases from
high to low frequencies, with a notable inflection point
near the resonance frequency. Notably, the imaginary
component of the s0 wave remains consistently mini-
mal near the resonance frequency, indicating relatively
weak radiation characteristics for this wave type. The
calculated group velocity curve of the a0− wave is
shown in Fig. 10.
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Fig. 10. Group velocities of the a0− wave.

5. Time-domain analysis

The time domain echo calculation of the target
mainly includes: constructing the sinusoidal signal as
the incident wave, and using the fast Fourier trans-
form to get the incident wave spectrum. The scattering
sound pressure of the target is obtained as the transfer
function by theoretical solution. The frequency spec-
trum of the incident signal and the transfer function
are multiplied in the frequency domain, and the echo

pulse sequence of the target is obtained by inverse
Fourier transform.

5.1. Sphere

A single-cycle 120 kHz (ka ≈ 30) sine wave is used
as the incident signal. At this point, the phase velocity
is approximately 2325 m/s, and the group velocity is
approximately 2194 m/s. According to the law of re-
fraction:

sin (θc) = c/cph, (4)

where c is the speed of sound in water, which is
1500 m/s. The critical angle θc is approximately 40○.
This means that the incident wave enters the surface
at the critical angle of 40○ and radiates outward at the
critical angle.

5.1.1. Monostatic configuration

For the backward wave, taking clockwise as an ex-
ample, the path of the circumferential wave is shown
in Fig. 11. The incident wave couples into the spherical
surface at point A, decouples and propagates outward
at point B. Afterward, a portion of the circumferential
wave continues to circulate around the spherical sur-
face for one revolution before decoupling from point B,
and so on.

O

A

θc

θc

B

0

Fig. 11. Propagation path (clockwise).

In order to achieve a more succinct echo curve,
a matched filtering technique is applied, utilizing the
constructed incident signal as the reference signal.
The resulting time-domain echo is matched filtered,
yielding the echo curve as shown in Fig. 12. Using the
mirror reflection echo at the top 0 as the time refer-
ence point, the propagation time between R1 and R2
is determined to be the time it takes for the wave to
complete one full circulation around the spherical sur-
face. This enables the calculation of the Rayleigh wave
group velocity, which is approximately 2194 m/s. This
value aligns with the Rayleigh wave velocity calculated
in the previous section.
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5.1.2. Bistatic configuration

The time-domain echo of a separated transmit-
receive elastic sphere is computed, with the foremost

a) b)

θ
O

θc

θc
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θ
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°]

S
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R

R

Fig. 13. a) Schematic for the acoustic scattering problem under consideration;
b) the bistatic impulse response of the sphere.
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Fig. 14. Propagation path (CW): a) π − θ < 2θc; b) π − θ > 2θc.
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Fig. 15. Propagation path (CCW): a) path 1; b) path 2.

bright line representing the specular echo. The position
of this bright line changes with variations in the receiv-
ing angle. Upon further observation, it is noted that
the time-domain echo pattern of the elastic sphere with
a separated transmit-receive configuration exhibits an
X-mode, which is attributed to the influence of the cir-
cumferential components of Rayleigh waves. Rayleigh
waves propagate along the surface of the solid sphere
in both clockwise (CW) and counterclockwise (CCW)
directions. The sphere possesses a strictly symmetric
structure, and the waves circumnavigate the sphere’s
surface, eventually superimposing in the opposite di-
rection of the shell (θ = 180○). Consequently, bright
spots are observed at the 180○ angle in Fig. 13b.

According to the propagation paths of the waves,
they can be divided into clockwise circumferential
propagation around the sphere and counterclockwise
circumferential propagation around the sphere, as
shown in Figs. 14 and 15.
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The formula for estimating the arrival time of the
echo is given as follows, where θ = π corresponds to
the moment of arrival of the reverse echo:

tCCW = 2a(1 − cos(θc))
c

+
a(π + θ − 2θc)

c
g
R

+ (n − 1)2πa
c
g
R

, (5)

tCW =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2a(1 − cos(θc))
c

+
a(π − θ − 2θc)

c
g
R

+ (n − 1)2πa
c
g
R

, π − θ > 2θc,
2a(1 − cos(θc))

c
+
a(3π − θ − 2θc)

c
g
R

+ (n − 1)2πa
c
g
R

, else.

(6)

The sphere is a strictly symmetrical structure, so
the characteristics of echoes between angles 0○∼180○

and angles 180○∼360○ are consistent. This article uses
the range of 0○∼180○ as an example. Based on the for-
mula mentioned earlier to determine the echo arrival
time, it can be observed that the curves correspond
well with the echo fringes. The relationship between
the mirrored echo angle and the echo arrival time fol-
lows a sine function, causing the echo fringes to be
curved. The first echo of Rayleigh waves has a slope
of cgR/a, which is positively correlated with the veloc-
ity of Rayleigh waves, making the fringe a straight
line. At angles below approximately 100○, clockwise
echoes reach the receiving point earlier than geomet-
ric echoes. Besides the Rayleigh wave echoes (labeled
as 1 in Fig. 16), other echoes are observed, possi-
bly corresponding to a combination of W-G waves
and other transmitted waves (Williams, Marston,
1985). It can also be observed that as the angle ap-

Time [ms]

θ
 [°

]

Fig. 16. Bistatic impulse response of the sphere.

proaches the forward direction, a segment of echoes
is observed (labeled as 2 in Fig. 16). It is challeng-
ing to observe this segment of echoes near the reverse
angle. By calculating the arrival time of echoes using
the subsonic Franz-1 wave velocity (Fig. 7b), it is ob-
served that this segment of echoes corresponds well
with the echo fringes. Therefore, these echoes may be
associated with subsonic waves.

5.2. Spherical shell

Calculating the form function of a vacuum copper
spherical shell with a radius of 0.06 m and a thickness-
to-diameter ratio of 0.05, it can be observed that the
elastic shell exhibits a noticeable mid-frequency en-
hancement (ka ≈ 18∼42).

When using a single-cycle 120 kHz (ka ≈ 30) sine
signal as the incident signal, and referring to the dis-
persion curve calculated in Fig. 17, it can be ob-
served that around the resonance frequency, the bend-
ing wave on the surface of the spherical shell in water
corresponds to the a0− wave. This indicates indicat-
ing that the incident acoustic wave enters tangentially
(θc ≈ π/2) along the surface of the spherical shell and
leaks into the water at an angle of θc.
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Fig. 17. Form function of a vacuum copper spherical shell.

5.2.1. Monostatic configuration

The incident wave enters tangentially onto the sur-
face of the spherical shell, and the paths of clockwise
and counterclockwise propagation of the circumferen-
tial waves are illustrated in Fig. 18. The incident wave
couples into the sphere at points A(A′), decouples and
propagates outward at points B(B′). Some of the cir-
cumferential waves continue to propagate along the
surface of the shell for one complete revolution before
decoupling and radiating outward from points B(B′).
This process repeats, resulting in a sequence of echo
pulses.

Due to the narrow pulse during signal emission,
the propagation velocity needs to be determined using
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Fig. 18. Propagation path (θc ≈ π/2): a) CCW; b) CW.

the group velocity (Tang et al., 2018). Calculations
yield an approximate group velocity of about 1900 m/s
for the a0− wave. Using the estimated arrival time
Eq. (9) based on the time when the echo arrives,
with the echo reflected from the retroreflector as the
time reference point, the calculated times are plot-
ted against the time-domain echo curve. Three plotted
curves from left to right (Fig. 19) represent the first,
second, and third antisymmetric echoes. It can be
observed that the calculated echo arrival times cor-
respond well with the time-domain curves.
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5.2.2. Bistatic configuration

The time-domain echoes of the elastic spheri-
cal shell in the separate transmit-receive configura-
tion were calculated. Upon observation, similarities
were found with the characteristics of the bistatic
echoes from the copper sphere. At the forefront, there
is a bright line corresponding to the mirror image
echo, and the position of this line changes with varia-
tions in the receiving angle. The time-domain echo pat-
tern in the separate transmit-receive configuration for
the elastic spherical shell resembles an X-mode, influ-
enced by the circumferential components of the a0−
wave (Anderson, 2012). The a0− wave propagates
clockwise and counterclockwise along the surface of the
spherical shell. Due to the strict symmetry of the shell

structure, the paths of waves propagating clockwise
and counterclockwise along the surface are identical.
Consequently, they intersect in the opposite direction
of the shell (θ = 180○), resulting in a bright spot at
180○ in the graph, which is the culmination of the su-
perposition of circumferential waves (Fig. 20).

Time [ms]

θ
 [°

]

Fig. 20. Bistatic impulse response of the spherical shell.

According to the preceding section, the incident
wave enters tangentially onto the surface of the spheri-
cal shell. When propagating counterclockwise, the inci-
dent acoustic wave couples from point A to point B and
decouples to radiate outward. The angle corresponding
to the circumferential wave path on the shell surface
is θ1. When propagating clockwise, the incident acous-
tic wave couples from point A′ to point B′ and decou-
ples to radiate outward. The angle corresponding to
the circumferential wave path on the shell surface is θ2.

Observe the above diagram (Fig. 21) to obtain the
angles corresponding to counterclockwise and clock-
wise circumferential waves:

θ1 = θ, (7)

θ2 = 2π − θ. (8)

Calculate the arrival times of counterclockwise and
clockwise circumferential waves along the surface of
the spherical shell based on the propagation paths:

tCCW = 2a

c
+ a

θ1

c
g
a0−

+ (n − 1)2πa
c
g
a0−

, (9)

tCW = 2a

c
+ a

θ2

c
g
a0−

+ (n − 1)2πa
c
g
a0−

. (10)

The time difference between the arrivals of counter-
clockwise and clockwise circumferential waves is given
by Eq. (11). It can be observed that when the back-
ward echo occurs θ = π, the time difference between
clockwise and counterclockwise waves is 0:

∆t = tCW − tCWW = aθ2 − θ1
c
g
a0−

= a2(π − θ)
c
g
a0−

. (11)
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Fig. 21. Propagation path: a) CCW; b) CW.

When the circumferential wave reaches point B or
B′, a portion decouples and radiates outward, while
another portion continues to circumnavigate the spher-
ical shell before decoupling and radiating outward. The
remaining part continues to circumnavigate along
the surface of the spherical shell. Therefore, the time
difference between adjacent echoes of clockwise or
counterclockwise echoes is the time it takes for the cir-
cumferential wave to complete one full rotation along
the surface of the spherical shell:

∆t0 = 2πa

c
g
a0−

. (12)

According to the formula for estimating the echo
timing, the bistatic echoes are calculated and plotted
on the time-angle spectrum. Since the spherical shell
is a strictly symmetric structure, this paper takes the
example of 0○∼180○. It can be observed that the calcu-
lated echo timings correspond well with the time-angle
spectrum (Fig. 22).
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]

Fig. 22. Bistatic impulse response of the spherical shell.

6. Conclusions and discussion

This research computed the time-domain echoes of
solid spheres and spherical shells under plane wave in-
cidence by employing a method that constructs the

incident signal and performs multiplication operations
in the frequency domain with the target scattering
acoustic field. Based on the scattering acoustic field of
elastic spheres and spherical shells, the following main
conclusions are drawn:
1) Under the same planar wave incident signal,

echoes from solid spheres are more complex com-
pared to those from spherical shells. At specific
frequencies, solid spheres predominantly exhibit
Rayleigh and W-G waves, while spherical shells
mainly manifest a0− waves, with a noticeable mid-
frequency enhancement phenomenon. In the time-
domain echoes, this is evident as distinct wave
packets, offering valuable insights for distinguish-
ing between solid spheres and spherical shells un-
derwater.

2) The study reveals that, for elastic spheres within
the near-forward angle range, elastic waves arrive
faster than specular echoes. This phenomenon is
attributed to the azimuthal function of the cir-
cumferential wave arrival time on the spherical
surface, which is dependent on the circumferen-
tial wave velocity and path.

3) By examining the relationship between echo ar-
rival time and reception angle, it is observed that
a small segment of the echo can be observed near
the forward angle, whereas this segment of the
echo is not observed near the backward angle.
Computational analysis reveals that this segment
of the echo corresponds to subsonic waves.

4) The echo arrival times of separated transmit-
receive configurations for elastic spheres and
spherical shells can be predicted. Estimation for-
mulas for the bistatic echo arrival times of the
two targets are provided, showing good agreement
between the predicted echo arrival times and the
time-domain echo curves.
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1. Introduction

When active sonar is utilized to detect the stern
of an underwater vehicle, the stern sections, including
the propeller, and the rudder, contribute the main echo
(Chu, Stanton, 2010; Klausner, Azimi-Sadjadi,
2014; Tucker, Azimi-Sadjadi, 2011). Compared to
traditional metal propellers, composites offer advan-
tages such as higher strength, lower specific gravity,
corrosion resistance, and good capability of stealth

(Vardhan et al., 2019; Islam et al., 2022; Uddin
et al., 2021; Motley et al., 2009). However, the acous-
tic scattering characteristics of the composite propeller
are often overlooked in both domestically and inter-
nationally research. Modeling the acoustic response
of static non motion propellers primarily focuses on
their inherent acoustic characteristics in a non-working
state, analyzing how material properties and geomet-
ric shapes influence acoustic scattering characteristics.
In contrast, modeling the acoustic response of rotat-

https://acoustics.ippt.pan.pl/index.php/aa/index
mailto:zlp_just@sina.com
https://creativecommons.org/licenses/by/4.0/
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ing propellers primarily addresses the hydrodynamic
noise generated during operation, which is more com-
plex than static propeller modeling. This involves ac-
counting for the Doppler frequency shift effect induced
by rotation and the acoustic scattering characteristics
of the wake bubble cloud (Cheng et al., 2023; Saf-
fari et al., 2023). For a static composite propeller, it
is crucial to consider variations in blade thickness and
curvature.

Currently, prevalent numerical methods for pre-
dicting the acoustic scattering characteristics of un-
derwater targets at low frequencies include the finite
element method – FEM (Jiang et al., 2023; Isak-
son, Chotiros, 2014; Sabat et al., 2023; Yang
et al., 2024), and the boundary element method –
BEM (Langdon, Chandler-Wilde, 2006; Venås,
Kvamsdal, 2020; Seybert et al., 1988; Zhang et al.,
2020). However, these numerical methods necessitate
significant computational resources, with increasing
frequency. The Kirfchhoff approximation (KA) method
is extensively employed for rapid prediction of the
acoustic scattering characteristics of complex targets
in a high-frequency range (Kwon et al., 2017). Lavia
et al. (2019) discretized the target into individual
curved surface elements and computed the target’s
backscattering in high frequency through iterative in-
tegration using the Gauss-Legendre rule, as adopted
in the KA. Tang et al. (1993) proposed a method
called the planar element method, which has been
broadly utilized in modeling acoustic echo of complex
targets.

Numerous issues persist when employing the KA
method for analyzing the acoustic scattering charac-
teristics of the composite propeller. Each discrete sur-
face element of a propeller blade possesses the distinct
thickness and curvature (Sagar et al., 2013), with the
primary variation pattern characterized by thinning
towards the edges and thickening towards the leading
edge, as well as transitioning from thicker at the blade
root to thinner at the blade tip. The traditional KA
method, used for assessing target strength (TS), only
considers the reflection coefficients of uniformly thick
targets. Variations in thickness and curvature across
different parts of blades, as well as complex edge pro-
files, which inevitably lead to computational errors,
have not yet been taken into account.

In this paper, a predictive method for the acoustic
scattering characteristics of composite thin plates with
variable thickness is proposed. By constructing dis-
crete element thickness and material property informa-
tion, and based on the theory of orthotropic laminate
transfer matrix (OLTM), the reflection coefficients of
all elements are solved. This leads to the acquisition
of the total scattered sound field for composite targets
with variable thickness. By employing a mesh cloning
topology approach, the prediction of acoustic scatter-
ing characteristic for the composite propeller with ro-

tational symmetry structures has been realized. The
accuracy of this method in predicting the acoustic
scattering characteristics of the static composite pro-
peller has been validated through the FEM. Finally,
this method is applied to the isotropic steel propeller,
where the predicted results of TS and time-domain
echo characteristics are in good agreement with ex-
perimental results.

2. Theoretical research

2.1. Physical method of geometrical acoustic

scattering of underwater target

The KA formula is applied to the problem of acous-
tic scattering on nonrigid surfaces, as shown in Fig. 1.
Oxyz denotes a spatial Cartesian coordinate system,
S represents the integral surface of the nonrigid tar-
get, Q1 is the point of sound wave incidence, and Q2 is
the point of sound wave reception. The vectors r1 and
r2 correspond to the positions of the incidence and re-
ception points, respectively; α1 and α2 are the angles
of incidence and reception, respectively, while n repre-
sents the normal vector of the surface element.

Fig. 1. Schematic diagram of the integral region.

Assume that the surface reflection coefficient is
V (α) and the surface acoustic impedance is Z. In the
illuminated region, the elastic surface conditions are:

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
φs = V (α)φi,

iωρ0(φi + φs)
∂(φi + φs)/∂n = −Z,

(1)

where φi and φs are the potential functions of the inci-
dent sound wave and the scattered sound field, respec-
tively, ω is the angular frequency of the incident wave,
and ρ0 is the density of the medium surrounding the
target. From this, the potential function of the scat-
tered sound wave is obtained as follows (Fan et al.,
2012):

φs = − ikA
4π
∫
S

eik(r1+r2)

r1r2
V (α)(cosα1 + cosα2)ds, (2)

where k is the sound wavenumber, A is the amplitude.
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In monostatic configuration,

r1 = r2 = r,
α1 = α2 = α,

it follows that:

φs = − ikA
2π
∫
S

e2ikr

r2
V (α) cosαds. (3)

The TS under the far-field conditions is obtained
as follows:

TS = 10 lg ( 1

λ2
∣I ∣2), (4)

where λ is the sound wavelength,

I = ∫
S

e2ik∆r cosαV (α)ds,
and ∆r is the path difference of a surface element rel-
ative to a reference point.

2.2. Theory of orthotropic laminate transfer

matrix

The physical model for the propagation of plane
waves in composite laminated plates is shown in Fig. 2.
θi is the angle of incidence, θr is the angle of reflection,
and θt is the angle of transmission, with the angular
frequency denoted as ω. The x3 refers to the direc-
tion of thickness, while x1 refers to the principal di-
rection. For a given single-layer medium, the x3 coor-
dinate of the transmission boundary is 0, and the x3

coordinate of the incident boundary is dk, represent-
ing the thickness of that layer. The total thickness D

of the multi-layered solid medium is

D =
n

∑
k=1

dk.

Fluid media are present on both sides of the com-
posite laminated plate. At the fluid-solid interface, the
wave type conversion occurs: part of the wave is re-
flected into the external fluid, while the remainder con-
verts into shear and longitudinal waves, continuing to
propagate in the orthotropic medium and undergoing
further reflection and transmission at the lower inter-
face.

[M]=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ωkt cos(k13x3) −jωkt sin(k13x3) jωk23 sin(k23x3) −jωk23 cos(k23x3)

−jω13 sin(k13x3) ωk13 cos(k13x3) ωkt cos(k23x3) −jωkt sin(k23x3)

−(Q13k
2
t
+Q33k

2

13
) cos(k13x3) j(Q13k

2
t
+Q33k

2

13
) sin(k13x3) j(Q33−Q13)ktk23 sin(k23x3) −(Q33−Q13)ktk23 cos(k23x3)

2jQ55ktk13 sin(k13x3) −2Q55ktk13 cos(k13x3) Q55(k
2

23
− k2

t
) cos(k23x3) −jQ55(k

2

23
− k2

t
) sin(k23x3)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(6)
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Fig. 2. Schematic diagram of interface between fluid
and solid.

According to the theory of OLTM (Kuo et al.,
2008; Lin et al., 2017), the relationship between stress,
vibrational velocity, and amplitude in a single uniform
medium is:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

v1

v3

σ33

σ13

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= [M]

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(R1 +R
′
1)(R1 −R
′
1)(R2 +R
′
2)(R2 −R
′
2)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (5)

where v1 and v3 are the velocity of x1 and x3 direction,
respectively; σ33 and σ13, respectively, are the normal
stress and shear stress on the solid surface; R1 and R2

are the amplitudes of the incident sound wave, while
R′1 and R′2 are the amplitudes of the reflected sound
wave.

The matrix M is:
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where Qij is the element of the stiffness matrix for or-
thotropic materials (Li, 2022); kt is the wave number
of the incident sound wave along the tangential direc-
tion of the plate; k13 and k23 are the compression wave
and the shear wave in the direction of x3, respectively.

kt = ω

c0
sin θi, (7)

k13 =
√

ω2 −A1k
2
t

A3

= ω
¿ÁÁÀ1 −

A1

c20
sin2 θi/A3, (8)

k23 =
√

ω2 − a1k
2
t

a3
= ω
√

1 −
a1

c20
sin2 θi/a3, (9)

where c0 is the sound speed of fluid; A1 = (Q11 +Q13 +

2Q55)/2ρ and A3 = (Q33 +Q13 + 2Q55)/2ρ; a1 = (Q11 −

Q13)/2ρ and a3 = (Q33 − Q13)/2ρ; ρ is the material
density.

At the incident boundary, x3 = d, while at the
transmission boundary, x3 = 0. Therefore, the mutual
transfer relationships of vibrational velocity and stress
at the upper and lower surfaces of each layer of the
medium is:⎡⎢⎢⎢⎢⎢⎢⎢⎣

v1
v3
σ33

σ13

⎤⎥⎥⎥⎥⎥⎥⎥⎦

RRRRRRRRRRRRRRRRRRD
=[Md][M0]−1

⎡⎢⎢⎢⎢⎢⎢⎢⎣

v1
v3
σ33

σ13

⎤⎥⎥⎥⎥⎥⎥⎥⎦

RRRRRRRRRRRRRRRRRR0
=[TTk]

⎡⎢⎢⎢⎢⎢⎢⎢⎣

v1
v3
σ33

σ13

⎤⎥⎥⎥⎥⎥⎥⎥⎦

RRRRRRRRRRRRRRRRRR0
, (10)

where [TTk] is the stress-strain transfer matrix of the
layer no. k of the medium.

At the interfaces between different solid media, the
stress and strain are continuous and consistent. There-
fore, based on the consecutive multiplication of matrix,
the overall transfer matrix [T ] of stress and vibrational
velocity from the transmission boundary to the inci-
dent boundary of the multi-layered medium is:

⎡⎢⎢⎢⎢⎢⎢⎢⎣

v1
v3
σ33

σ13

⎤⎥⎥⎥⎥⎥⎥⎥⎦

RRRRRRRRRRRRRRRRRRD
=

n

∏
k=1

[TTk]
⎡⎢⎢⎢⎢⎢⎢⎢⎣

v1
v3
σ33

σ13

⎤⎥⎥⎥⎥⎥⎥⎥⎦

RRRRRRRRRRRRRRRRRR0
=[T ]

⎡⎢⎢⎢⎢⎢⎢⎢⎣

v1
v3
σ33

σ13

⎤⎥⎥⎥⎥⎥⎥⎥⎦

RRRRRRRRRRRRRRRRRR0
. (11)

Applying the conditions of normal stress and normal
displacement continuity on the upper and lower sur-
faces of orthotropic laminated plates (Hu, 2017), the
reflection coefficient R and the transmission coefficient
D can be expressed as:

R = jkn+113 (a∗) − (b∗)ω2ρn+1

jkn+113 (a∗) + (b∗)ω2ρn+1
, (12)

D = ρ1

ρn+1

jkn+113 (1 −R)
jk113m22 +m23ρ1ω2

, (13)

where
a∗ = jm32k

1
13 +m33ρ1ω

2,

b∗ = jm22k
1
13 +m23ρ1ω

2,

ρ1 and ρn+1 are the fluid medium density at the inci-
dent and transmission boundaries, respectively; k113 and
kn+113 are the wave numbers of the compressional wave
at the incident and transmission boundaries, respec-
tively; mik = Tik − Ti1T4k/T41,

k113 = ω

c0
cos θi, (14)

kn+113 = ω

c0
cos θt. (15)

2.3. Calculation method for static acoustic scattering

of the composite propeller

For addressing the acoustic scattering issues of the
composite propeller, a method is proposed that in-
volves independent assessing and assigning values to
the thickness of discrete surface elements during the
KA process.

For the issue of element thickness discrimination,
a simplified judgment method is proposed: the thick-
ness determination of each independent element can
be approximated as a problem of solving the spatial
vector length at point M2 of the rear interface plate
penetrated by the normal located at the central point
O1 of the front plate. The spatial vectors from the ori-
gin to points O1 and M2 are represented as O1 and M2,
respectively, and the length of this vector is the thick-
ness d of the plate, the method for determining the
thickness of an element is shown in Fig. 3.

Front interface Rear interface

Fig. 3. Method for determining the thickness
of surface elements.

Based on the intersection algorithm – IA (Möller,
Trumbore, 1997), M2(uv) can be defined and repre-
sented as M2 (u, v) = O1 + dn, with the assumption
that:

O1 + dn = (1 − u − v)m1 + um2 + vm3, (16)

where u and v satisfy the conditions: u ≥ 0, v ≥ 0,
and u + v = 1; m1, m2, m3, respectively, represent the
spatial position vectors of the vertices of the rear plate,
the normalized vector in the direction of the normal
of the front plate is n. After organizing, it is obtained
that:

[ −n m2 −m1 m3 −m1 ]
⎡⎢⎢⎢⎢⎢⎣
d

u

v

⎤⎥⎥⎥⎥⎥⎦
=O1 −m1. (17)
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Move the vertex m1 of the rear interface element
to the origin and transform it into a unit triangle
within the Oyz plane, aligning the normal direction
n parallel to the x-axis. Define E1 = m2 −m1, E2 =
m3 −m1, T = O1 −m1, by applying Cramer’s rule to
Eq. (17), the solution is obtained as follows:⎡⎢⎢⎢⎢⎢⎢⎣

d

u

v

⎤⎥⎥⎥⎥⎥⎥⎦
= 1(n ×E2) ⋅E1

⎡⎢⎢⎢⎢⎢⎢⎣
(T ×E1) ⋅E2(n ×E2) ⋅T(T ×E1) ⋅ n

⎤⎥⎥⎥⎥⎥⎥⎦
. (18)

The element thickness d can be determined by solv-
ing Eq. (18).

A mesh cloning topology method is proposed for ro-
tationally symmetric structures to predict the acoustic
scattering characteristics of multiple propeller blades.
This is achieved by applying planar rotational oper-
ations to the mesh nodes of a single propeller blade
within the same plane, thereby expanding it into
a multi-blade mesh. The complete model mesh is then
obtained through topological methods. This method is
shown in Fig. 4. P1, P2, and P3 represent the original
mesh vertices, while P ′1, P

′
2, and P ′3 represent the mesh

vertices after topology, with a representing the spatial
vector from the origin to point P1, and b representing
the spatial vector from the origin to point P ′1.

a) b)

Fig. 4. Mesh cloning topology method: a) shows the topol-
ogy process; b) shows the mesh after topology.

When cloning a single propeller blade to obtain
three blades, the mesh rotates around the axis of 120○.
Connect P1 with the origin O of the coordinate axis to
obtain the vector a = (y, z). The line connecting O and
P2, which is obtained by rotating P1, forms the vec-
tor b = (y′, z′). By applying Eqs. (19)–(21), the rapid
calculation of y′ and z′ can be realized, thereby ob-
taining the mesh node information for the three-blade
propeller:

cosϕ = a ⋅ b∣a∣ ∣b∣ , ϕ = 120○, (19)

−
1

2
= yy′ + zz′√

y2 + z2
√
y′2 + z′2

, (20)

y′ = −y ±
√
3z

2
, z′ =

√
3y ± z

2
. (21)

2.4. Research on time-domain echo characteristics

of target

In the framework of linear acoustics, the problem
of target scattering can be described using an acoustic
transfer theory. The target can be regarded as a lin-
ear time-invariant network. In this network, the inci-
dent signal is the input, and the echo signal is the
output. The time-domain transfer function of this lin-
ear transfer network is h(τ, r1, r2, ρ), where τ is the
delay, r1 and r2 are the radius vectors of the incident
and scattering points, respectively, and ρ is the ra-
dius vector of the target. The frequency domain trans-
fer function H(f, r1, r2, ρ) of the transfer network is
denoted as the ratio of the scattering wave potential
function to the incident wave potential function, where
f is frequency. In the monostatic configuration, there is
r1 = r2, and the transfer functions in the time-domain
and frequency domain are h(τ, r, ρ) and H(f, r, ρ), re-
spectively.

When x(t) represents the time-domain incident sig-
nal, X(f) represents the frequency domain incident
signal, and Y (f) represents the frequency domain
echo signal. The time-domain echo signal of the tar-
get can be expressed as:

y(t) = x(t)⊗ h(τ, r, ρ), (22)

where ⊗ is convolution operation, then the echo signal
in the frequency domain is given by:

Y (f) = X(f) ⋅H(f, r, ρ), (23)

y(t) = F −1[Y (f)]. (24)

The time-domain echo signal can be obtained by
taking the inverse Fourier transform of the frequency
domain signal. This theory allows for the indirect ex-
traction of the time-domain echo characteristics of un-
derwater targets by calculating the frequency domain
signals.

3. Simulation calculation and model

3.1. Composite propeller model

The computational model is a composite propeller
of underwater vehicles, comprising a hub and blades.
The propeller is made of carbon fiber, with its primary
material parameters outlined in Table 1 (Jing et al.,
2022). The basic dimensional parameters of the pro-
peller are presented in Table 2.

In Table 1, E1 is the longitudinal elastic modulus;
E2 and E3 are the transverse elastic moduli; v12, v23,
and v13 are the Poisson ratios in the 12, 23, and 13 di-
rections, respectively; G12, G23, and G13 are the shear
moduli in the 12, 23, and 13 directions, respectively;
ρ is the density.
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Table 1. Material parameter.

Parameter Numerical value

E1 [GPa] 140

E2 [GPa] 9

E3 [GPa] 9

v12 0.32

v23 0.46

v13 0.32

G12 [GPa] 4.6

G23 [GPa] 3.08

G13 [GPa] 4.6

ρ [kg/m3] 1620

Table 2. Basic parameters of propeller.

Parameter Numerical value

Tip circle radius [mm] 261.5

Disk ratio 0.507

Number of blades 3

Propeller rake angle [○] 0

Hub diameter shape linear type

Hub bore diameter [mm] 67

Hub outside diameter [mm] 81

Due to the unique design of the blade, which fea-
ture a larger thickness near the hub and along the mid-
line of the blade surface, and a gradual decrease in
thickness towards the blade edges and along the radial
direction, the radial thickness variations of the pro-
peller blade model are significant. Therefore, measure-
ments of the sectional profile dimensions at different
radial distances of a single blade are conducted. The
construction of the blade model and the selected ra-
dial positions of the sections are shown in Fig. 5. In
the figure, R represents the tip circle diameter.

Using traditional methods to measure propeller di-
mensions (Zhu, 2020), it is assumed that the genera-
trix is a curve located at a specific point along the lon-
gitudinal direction of the propeller blade. This curve

a) b)

Fig. 5. Single blade structure: a) shows the front view; b) shows the top and upward views.

rotates around the propeller axis while moving axially,
thus forming the three-dimensional surface of the pro-
peller blade. The generatrix OH located in the mid-
dle of the blade surface is selected as the reference
line, serving as the benchmark for measuring the shape
and size of the propeller blade. The maximum thick-
ness variation of the blade section is obtained from the
blade section projection diagram. Table 3 illustrates
the relative positional relationship of points on the
blade camber line and the trailing edge line of section
at different radii ranging from 0.2R to 0.95R.

Table 3. Single blade section profile dimensions.

r/R

Distance from
the generatrix
to the leading

edge
[mm]

Sectional
chord
length
[mm]

Sectional
perimeter

[mm]

Maximum
sectional
thickness

[mm]

0.2 67.58 135.16 274.41 7.55

0.3 82.27 164.53 332.93 6.45

0.4 97.76 195.51 394.77 5.54

0.5 109.13 218.25 440.80 4.80

0.6 113.25 226.50 458.10 4.20

0.7 110.15 220.30 446.24 3.69

0.8 98.56 197.12 401.30 3.23

0.9 74.26 148.51 302.45 2.80

0.95 52.71 105.42 215.95 2.58

1.0 – – – 2.00

Measurements of certain parameters under a single
blade’s top and upward view are conducted, with the
specific parameters detailed in Table 4.

Table 4. Partial parameters of a single-blade propeller.

Parameter [mm] Numerical value

amax 206

c1 10

c2 2

d1 88
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Measurements are taken of the outer edge of the
blade root cross-section in Fig. 6b, combining circular
curves and line segments to draw the lower sectional
profile, φ1 and φ2 represent the rotational scales of the
upper and lower sections, respectively, both set at 20○.
By selecting cross-sectional profiles at multiple radial
distances, the basic dimensions of the blade’s shape
are determined, completing the overall propeller blade
construction.

Incidence/reception

Fig. 6. Schematic diagram of model calculation angle.

3.2. Acoustic scattering characteristics of a single

composite propeller blade

The acoustic scattering characteristics of a single
composite propeller blade are simulated using finite
element software, employing acoustic-solid coupling in
the frequency domain for an underwater single com-
posite propeller blade.

In simulations of the scattering acoustic field of
a single composite propeller blade using the COMSOL
FEM simulation software, the perfect matching layer
(PML) technology is introduced to simulate the bound-
ary conditions of an infinite free field. This technol-
ogy serves as an absorbing boundary, preventing sound
waves from reflecting at the interface between the con-
ventional internal computation domain and the PML.
This simulation solutions are compared with the KA
method. Figure 6 presents the angle setting diagram,
the schematic diagram for calculating acoustic scat-
tering of a single composite propeller blade. Figure 7
illustrates a schematic diagram of the FEM calculation
model.

The simulation model is established with water
as the fluid medium and the incident sound wave

Table 5. Comparison of time required for TS calculation.

Omnidirectional scattering
and forward scattering

FEM/KA
Number

of mesh elements
Number

of mesh nodes
Calculation time

[s]

Omnidirectional scattering
FEM 192303 41910 2150.5

KA 22396 11200 393.15

Forward scattering
FEM 192303 41910 2034.1

KA 22396 11200 394.64

Fig. 7. FEM calculation model of a single composite
propeller blade.

as a plane wave. The angle θ between the incident
wave in the Oxy plane and the negative half-axis
of the x-axis is considered. Two methods, the FEM
and the KA, with a thickness variation interval rang-
ing from 2 mm to 7.55 mm, are employed for compar-
ative analysis of the TS. Figure 8 shows the directivity
diagrams of TS at different frequencies, with θ ranging
from 0○ to 360○ in 2○ intervals (omnidirectional scatter-
ing). Figure 9 compares the directivity diagrams of TS
at different frequencies, with an incident angle θ of
−45○ to 45○ and a step size of 1○ (forward scattering).

Figures 8 and 9 demonstrate that the KA method
is largely consistent with the FEM results and offers
a significant advantage in computation time. Table 5
provides the times required to compute the TS.

3.3. Acoustic scattering characteristics

of the composite propeller

The acoustic scattering characteristics of the com-
plete propeller model, derived from mesh cloning topol-
ogy of a single propeller blade, are calculated. The TS
results for the composite propeller are compared using
both the KA and the FEM. The coordinate origin is
centered at the propeller hub disk, with the incident
wave direction at 0○ perpendicular to the propeller hub
disk. Calculation angles, θ, are set to range from 0○ to
360○ in 2○ intervals. The comparison of the directivity
diagrams of TS is shown in Fig. 10. The overall TS
for the composite propeller, which includes multiple
blades and the central hub, is obtained through the
coherent superposition of the scattered sound fields,
with the hub portion considered as a rigid target in
the calculations. Table 6 presents the time required to
compute the TS.
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Fig. 8. Comparison of omnidirectional scattering TS for a single composite propeller blade at different frequencies:
a) 12 kHz; b) 16 kHz; c) 21 kHz; d) 24 kHz; e) 26 kHz; f) 29 kHz.

Table 6. Comparison of time required for TS calculation.

FEM/KA Number of mesh elements Number of mesh nodes
Calculation time

[s]

FEM 1503875 292033 16069.8

KA 80867 40645 877.7

As indicated in Fig. 10, the results from the KA are
largely consistent with those of the FEM, especially in
the forward and aft scattering regions (θ at 0○ to 30○

and 150○ to 210○) at high frequencies. However, at cer-
tain oblique incident angles, discrepancies are observed
due to the TS derived from the coherent superposition

of the hub and blades, which diverges from the unified
calculations of a complete model.

The comparison with the FEM results reveals that
for the composite propeller, a rotationally symmetric
structure, the directivity diagrams of TS exhibit a ro-
tationally symmetric distribution as well. Peaks oc-
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Fig. 9. Comparison of forward scattering TS for a single composite propeller blade at different frequencies:
a) 12 kHz; b) 16 kHz; c) 21 kHz; d) 24 kHz; e) 26 kHz; f) 29 kHz.

cur in the 20○ to 40○ and 200○ to 220○ ranges, with
strong TS regions near 30○ and 210○. These are pri-
marily due to the contributions from multiple compos-
ite propeller blades, where the unique inclined angle of
the blades causes many normal vectors of surface el-
ements to align almost parallel to the incident wave
direction at these angles. As Eq. (12) indicates, an
increase in the incident wave frequency enhances the
reflection coefficient on the composite propeller blade
surface, leading to more pronounced directivity within
this angular range. Significant fluctuations in TS with
multiple peaks are observed in the 0○ to 30○, 75○ to
105○, 150○ to 210○, and 255○ to 285○ ranges. These are
attributed to the contributions from the annular end
face of the hub and some bright areas on the blades.

Echo interference from different parts of the compos-
ite propeller occurs, and the plane structure acoustic
scattering characteristics of the propeller hub disk are
significantly influenced by the angle.

3.4. Comparison between composite

and steel propellers

The accuracy of the KA method was validated
through comparison with the FEM. This was achieved
by contrasting TS of the composite propellers with
that of the steel propeller and analyzing the acoustical
modulation effect of composite materials. Frequency
computations were conducted within the range of
10 kHz to 30 kHz with a step size of 200 Hz, while an-
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Fig. 10. Comparison of TS for composite propellers at different frequencies:
a) 12 kHz; b) 17 kHz; c) 20 kHz; d) 21 kHz; e) 23 kHz; f) 24 kHz; g) 27 kHz; h) 29 kHz.

gle variations were assessed from 0○ to 360○ with a step
size of 2○. In Fig. 11, the horizontal axis represents the
incident angle of the sound wave, which the vertical
axis denotes the incident frequency of the sound wave.

According to Figs. 11 and 12, compared to the steel
propeller, the composite propeller exhibits a signifi-
cant decrease in TS predominantly within the angular
range of 15○ to 45○ and 195○ to 225○. This reduction is

attributed to the parallel alignment between the nor-
mal vectors of discrete elements and the direction of
sound waves within these angular intervals, which en-
hances the reflection coefficient of the composite ma-
terials, thereby facilitating effective acoustical modu-
lation. However, with an increase in frequency, leading
to the reduction in the wavelength of the sound waves,
the extent of reduction in TS diminishes.
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Fig. 11. Comparison of TS: a) shows TS of the steel propeller; b) shows TS of the composite propeller.
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Fig. 12. Comparison of TS between steel propeller and composite propeller at different frequencies:
a) 10 kHz; b) 15 kHz; c) 20 kHz; d) 30 kHz.

4. Comparison of acoustic scattering

characteristics between the KA solutions

and experimental results

4.1. Acoustic scattering characteristic experiment

instrument and arrangement

Due to the demanding processing requirements and
lengthy production cycles associated with composite
material propellers, steel propellers, which are isotropic

and can be considered as special cases of orthotropic
materials, offer a more universal option. Verification
of the KA method suffices for these materials. Thus,
a lake experiment on scaled models of steel propellers
was conducted to verify this approach. By analyzing
the echo characteristics of the steel propeller in rela-
tion to variations in incident angles and frequencies,
this experiment provides essential data to support the
accuracy of predictive methods for TS in the thin plate
target with variable thickness.
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The primary material parameters used include
a density of 7800 kg/m3, Poisson’s ratio of 0.3, and
Young’s modulus of 2.1× 1011 Pa. Figure 13 shows the
steel propeller scale model.

a) b)

Fig. 13. Steel propeller experiment model. (a) shows the front view. (b) shows the side 

view.

 

Fig. 13. Steel propeller experiment model. (a) shows the front view. (b) shows the side 

view.

(b)

Fig. 13. Steel propeller experiment model:
a) shows the front view; b) shows the side view.

Figure 14 is a schematic diagram of the exper-
iment equipment arrangement. The transducer, hy-
drophone, and detection target are positioned at the
same depth. This depth, measured from the water sur-
face, is 7.38 m. The distance between the transducer

 

Fig. 14. Schematic diagram of the experiment equipment arrangement.Fig. 14. Schematic diagram of the experiment equipment
arrangement.
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Fig. 15. Comparisons of the echo characteristics of the steel propeller scale model in the frequency band of 10 kHz–20 kHz
between the experimental results and KA solutions: a) shows the experimental results; b) shows the KA solutions.

and the hydrophone is 3.65 m, while the distance be-
tween the hydrophone and the measurement target is
3.32 m. During the measurement process, the propeller
rotates uniformly underwater in a suspended posture,
with a rotation angle ranging from 0○ to 360○.

4.2. Experimental data analysis of the time-domain

echo characteristics of the steel propeller

scale model

In the experiment, a scaled steel propeller model
was utilized. Incident acoustic waves were directed at
the model across a full 360○ range. These signals were
linear frequency modulated pulses, spanning a fre-
quency band of 10 kHz to 20 kHz with a pulse width
of 3 ms. The geometric center of the incidence setup
was aligned with the hub disk center of the propeller,
ensuring that the incident wave vector faced the center
of the propeller hub disk directly at 0○ incidence. The
time-domain echo characteristics obtained from the ex-
periment were then compared with the KA solutions
as shown in the Fig. 15. The horizontal axis represents
the attitude azimuth angle of the model, which the
vertical axis denotes the moment of the echo.

From Fig. 15, it is evident that strong echo bright
spots are pronounced near the 30○ and 210○. Both
the experimental findings and the KA solutions reveal
a similar distribution pattern of these bright spots, in-
dicating a close correlation in their variation trends.
This similarity suggests that the propeller blades’ side
inclination angle plays a crucial role in the echo char-
acteristics, especially when analyzing the time-domain
acoustic scattering characteristics of the steel pro-
peller. However, some discrepancies between the exper-
imental data and the KA method predictions persist.
These differences might stem from small size of the
model, which could lead to weaker echo signals at
the receiving point. Additionally, experimental limita-
tions may have hindered accurate observation of the
underwater model’s posture, potentially causing insta-
bility at certain angles and, consequently, inaccuracies
in the results.
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Fig. 16. The comparison results of the steel propeller TS at different frequencies:
a) 14 kHz; b) 16 kHz; c) 18 kHz; d) 20 kHz.

4.3. The steel propeller scale model monostatic TS

experimental data analysis

The experimental data underwent the Fourier
transform, and the outcomes of at different frequen-
cies were then compared with those derived from the
KA method.

As shown in Fig. 16, the experimental results show
a trend that closely matches the KA solutions, with
the numerical values being largely consistent. This in-
dicates that the KA method has a reliable degree of ac-
curacy in predicting the TS of propellers. However, it
is observed that there are some differences in the peak
values near the strong intensity points at 30○ and 210○

between experimental results for the propeller and the
KA solutions. These discrepancies could potentially be
attributed to issues related to fabrication and suspen-
sion of the model.

5. Conclusion

This study initially employs an IA to determine
the thickness of each discrete surface element. Subse-
quently, based on material parameters, OLTM is uti-
lized to calculate the reflection coefficient of each dis-

crete surface element. Finally, employing a coherent
superposition approach, the scattered acoustic field
of a single composite propeller blade is obtained.
To streamline computations, a mesh topology cloning
method is employed to predict the acoustic scattering
characteristics of the entire composite propeller. Com-
parative analysis of the acoustic scattering character-
istics of the composite propeller yielded the following
key conclusions:
1) Compared to the traditional FEM, the KA

method is shown to rapidly and accurately predict
the high-frequency acoustic scattering characteris-
tics of composite thin-plate models with spatially
varying thickness.

2) For geometric models that exhibit rotational sym-
metry, complete multi-body models can be ob-
tained by topologically cloning individual struc-
tures in the mesh. This method effectively pre-
dicts the acoustic scattering characteristics, with
these typical structures displaying a consistent
distribution pattern of rotational symmetry in
their directivity diagrams of TS.

3) The propeller blade significantly affects the TS of
the static composite propeller. An overall TS peak
is observed when a considerable number of surface
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elements on the propeller blade have an outward
normal nearly parallel to the incident direction.

4) Compared to the acoustic scattering results from
lake experiments, this study demonstrates that
the applying the KA method to the isotropic steel
propeller also ensures the high solution accuracy.
This enhances the prediction accuracy of the stern
direction acoustic scattering characteristics of un-
derwater vehicles.
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Recent years have seen a growing interest in the potential for the use of sonic crystals as noise barriers.
The frequencies with the highest attenuation can be determined by assuming that an integer number of half
wavelengths fits the distance between the scatterers. However, this approach limits the usefulness of sonic
crystals as a viable noise barrier technology, as it necessitates a significant increase in the overall crystal size
to cover a broader frequency range for noise reduction. Based on developed theoretical models, geometrical
assumptions were made for the physical models of the acoustic barrier in terms of the materials used and
the dimensions of structural elements. Three physical models were developed to verify the design intent. The
method involved measuring the transmission loss (TL) and insertion loss (IL) of the sonic crystal structure and
comparing these results with theoretical models. The aim of this work was to perform free-field measurements on
a real-sized sample in order to verify the strengths and weaknesses of applying layered structures of sonic crystals
based on calculations and measurements. The results of the conducted measurements showed satisfactory
noise reduction by the developed physical models for key components of the analysed spectrum. It was also
demonstrated that layered structures of sonic crystals can achieve greater noise reduction (up to 3.5 dB)
and a wider frequency range of attenuation (up to the range of 2000 Hz–5000 Hz) compared to single-layer
structures.
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1. Introduction

Sonic crystals have received significant attention
from the acoustical community over the past decade
because of their unique acoustic properties. The abil-
ity of sonic crystals to function as stop-band filters in
the audible frequency range, i.e., to attenuate waves
within frequency bands known as band gaps, is the
most attractive and extensively studied property of
such materials. Further advantages of sonic crystal
barrier in comparison to traditional sound barriers,
include their ability to allow light to pass through
and, uniquely, their non-obstruction of the free flow
of air. The existence of band gaps in sonic crystals
was demonstrated in early works (Martinez-Sala
et al., 1995; Rubio et al., 1999; Sánchez-Pérez et al.,
1998). However, barriers made from these “conven-
tional” sonic crystals suffer from the major disadvan-
tage of providing attenuation only within a relatively

narrow frequency band and are therefore unsuitable
as barriers for broad-band noise attenuation. To en-
hance the sound insulation properties of sonic crys-
tals, researchers have recently focused on systems in
which both Bragg scattering and local resonant phe-
nomena are present (Elford et al., 2011; Fuster-
Garcia et al., 2007; Goffaux, Sánchez-Dehesa,
2003; Hirsekorn et al., 2004; Ho et al., 2003; Liu
et al., 2000; Romero-Garcia et al., 2013; Hu et al.,
2005; Castiñeira-Ibañez et al., 2012). These investi-
gations showed that periodic arrays of scatterers com-
posed of a small number of elements are capable of
achieving sound attenuation values large enough to
compete with other acoustic barriers.

To measure the effective screening effect of a bar-
rier, Morandi et al. (2016) proposed using transient
sound signals and a suitable windowing technique,
which is now standardised in EN 1793-6 (CEN, 2012).
The paper aims to conduct laboratory testing of scat-
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terers to experimentally determine their acoustic per-
formance. According to two studies (Morandi et al.,
2015; 2016), the availability of standardised values al-
lows a direct comparison of the sound insulation and
reflection properties of the sonic crystal noise barri-
ers related to other classical. However, the results of
measurements presented in the paper indicate that the
number of measurement points according to EN 1793-6
(CEN, 2012) may not be sufficient.

In previous research (Radosz, 2019), the author
explored the potential of sonic crystals as noise bar-
riers, highlighting their ability to create band gaps
that attenuate sound waves. The study focused on
a multiple-resonance band gap system to enhance
sound attenuation properties, using six concentric
C-shaped resonators. However, the research identi-
fied limitations in the frequency range of attenuation,
primarily due to the specific lattice parameters and
packing fraction of the sonic crystals used. Further re-
search is needed to evaluate layered structures of sonic
crystals in terms of increasing sound insulation with
a possible synergy effect of layers.

2. Materials and methods

The study is organised as follows. According to
data obtained from measurements of a compressor unit
(Fig. 1), single unit cells are studied by means of finite

Fig. 1. Fast Fourier transform (FFT) spectrum at the measuring point at the inlets of an industrial compressor unit.

element (FE) Bloch-type analyses in order to investi-
gate the band structure of the unit cells to identify
those capable of generating band gaps.

2.1. Analyses of band structures

Numerical analyses were performed to design a ba-
sic sonic crystal single-layer structure exhibiting a com-
plete band gap within the frequency range in which the
compressor noise spectrum shows a prominent peak
(see Fig. 1). The lattice constant is set in accordance to
Bragg scattering theory, looking for a band gap at ap-
proximately 2900 Hz and 4500 Hz corresponding to the
FFT spectrum of the compressor unit (see Fig. 1).
The resulting lattice constants for layers are 38 mm
(A-1) and 60 mm (A-2), given cair = 343 m/s, the speed
of sound in air at 20 ○C. PVC pipes with radii of 28 mm
(A-1) and 44 mm (A-2) were considered as inclusion
placed at the centre of the unit cell. The properties
of the materials used in the calculations are listed in
Table 1.

Table 1. Properties of material and medium used
in the FE analyses.

Material/
medium

Density ρ

[kg/m−3]

Longitudinal
wave cL
[m ⋅ s−1]

Shear wave
speed cS
[m ⋅ s−1]

Air 1.25 343 –

PVC 1400 2142 874
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Fig. 2. Band structures for air-PVC pipe unit cell in the first irreducible Brillouin zone (for ten eigenfrequencies solutions):
a) model A-1; b) model A-2.

The band structure was computed along the three
high-symmetry directions of the first irreducible Bril-
louin zone ΓX, XM, and MΓ using the plane wave ex-
pansion (PWE) method with the use of MATLAB soft-
ware. Figure 2 presents the band structures in terms
of the reduced wave vector k = [kxa

π
;
kya

π
], where kx

and ky are the wave vectors in the x and y directions,
respectively.

2.2. Design assumptions of physical models

of the acoustic barrier

It was assumed that the three physical models pro-
posed, based on selected theoretical models, are de-

Fig. 3. Dimensions of the A-1 physical model of the acoustic barrier.

signed using commonly available materials with stan-
dardised dimensions (pipes, profiles, etc.). The phys-
ical model is made from PVC pipes (diffusers) with
a density of ρ = 1400 kg/m−3. The foundations of the
physical models are made from MDF boards. The di-
mensions of the physical models are shown in Figs. 3–5.

2.3. Measurement method

The measurements of transmission loss (TL) were
carried out using a laboratory stand, the scheme of
which is shown in Fig. 6. According to the adopted test
method, the stand was located in an anechoic chamber
in order to ensure acoustic conditions similar to those
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Fig. 4. Dimensions of the A-2 physical model of the acoustic barrier.

Fig. 5. Dimensions of the A-3 physical model of the acoustic barrier.

  

끫롾끫뢺,in 끫롾끫뢺,out 

S

hS
hShB

dM dS

Pout

dM

Pin

Fig. 6. Scheme of the laboratory stand for measuring TL: S – sound source; Pin, Pout – measurements points;
hS = 0.5 m; hB = 1 m; dM = 0.1 m; dS = 1 m.
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of a free field, which were used in the theoretical model
tests.

The tested physical models of the acoustic barrier
were situated on the floor structure. The positioning
of the sound source and microphones in relation to the
physical model corresponded to the setup adopted in
the computational model.

The sound source (Bose S1 PRO) was placed at
a distance of 100 cm from the model surface, with its
main radiation axis perpendicular to the surface and
passing through the centre of the model.

Microphones (DPA 4007) were placed successively
at five points, spaced 10 cm apart, on the horizontal
centreline of the module, at a distance of 10 cm from
the model’s surface.

The values of sound pressure levels for 1/3 oc-
tave bands were calculated from the impulse responses
obtained with the use of maximum length sequence
(MLS) signal (DIRAC software). Then, the values of
sound TL were determined according to the follow-
ing equation:

TL = Lp,in −Lp,out [dB],
where Lp,in is the mean sound pressure level from five
measurement points in front of the barrier, and Lp,out

is the mean sound pressure level from five measurement
points behind the barrier.

S

hS
hShB

dM dS

Pi

Fig. 7. Scheme of the laboratory stand for measuring IL: S – sound source; Pi – measurements points;
hS = 0.5 m; hB = 1 m; dM = 0.25 m; dS = 1 m.
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Fig. 8. Repeatability standard deviation of the measurements using the impulse response with the MLS signal
(highest value from five measurement points).

The values of insertion loss (IL) were determined
based on the measured values of the sound pressure
levels in the space behind the screen Lp,1 (mean value
from five measurement points) and in the space with-
out the acoustic barrier Lp,2 (mean value from five
measurement points), assuming the same distances as
specified in the EN 1793-6 (CEN, 2012) (Fig. 7).

Figure 8 shows the highest values of the repeata-
bility standard deviation for three measurements per-
formed at each measurement point using the impulse
response with the MLS signal. These values did not
exceed 0.022 dB, which indicates a high repeatability
of the measurement method used.

2.4. Measurement results

Figures 9–11 present a comparison of TL (calcu-
lated as the average from five measurement points)
between theoretical models and physical models of the
acoustic barrier. The measurement results showed that
the occurrence of the band gap was consistent with the
results of theoretical calculations for the key spectrum
bands resulting from Bragg’s law.

For the case of the A-1 physical model (measure-
ments), the highest attenuation was obtained in the
third octave band with a centre frequency of 4000 Hz.
The measured TL was 19.7 dB, which differs by 0.7 dB
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Fig. 9. Comparison of TL results for A-1 model.
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Fig. 10. Comparison of TL results for A-2 model.
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Fig. 11. Comparison of TL results for A-3 model.

from the theoretical model (calculations) for that band
(Fig. 9).

For the A-2 physical model, the highest attenuation
was achieved in the 1/3 octave bands with centre fre-
quencies of 2000 Hz and 3150 Hz. The measured TLs
were 18.0 dB and 20.1 dB, respectively (Fig. 10). The
differences from the theoretical model for these bands
were 4.8 dB and 4.7 dB.

In the case of the A-3 physical model, the highest
attenuation was achieved in the 1/3 octave bands with
centre frequencies ranging from 2000 Hz to 5000 Hz.
The measured TLs varied from 13.3 dB to 23.2 dB
(Fig. 11). The differences with the theoretical model
in this range were between 1.0 dB and 10.6 dB.

Figures 12–14 present a comparison of IL (calcu-
lated as the average from five measurement points)
between theoretical models and physical models of
the acoustic barrier. The results of the measurements
showed that the occurrence of the band gap was con-

sistent with the results of theoretical calculations for
the key spectrum bands predicted by Bragg’s law.

In the case of the A-1 model, the highest attenu-
ation was observed in the 1/3 octave bands with cen-
tre frequencies ranging from 4000 Hz to 5000 Hz. The
measured ILs were 14.7 dB and 15.5 dB, respectively
(Fig. 12). The differences from the theoretical model
for the 1/3 octave bands with centre frequencies of
4000 Hz and 5000 Hz were 4.1 dB and 0.6 dB, respec-
tively.

In the case of the A-2 physical model, the highest
attenuation was achieved in the 1/3 octave bands with
centre frequencies ranging from 2000 Hz to 3150 Hz. The
measured ILs were from 13.0 dB to 16.4 dB (Fig. 13).
The differences from the theoretical model in this range
were from 2.3 dB to 3.4 dB.

In the case of the A-3 physical model, the highest
attenuation was achieved in the 1/3 octave bands with
centre frequencies ranging from 2000 Hz to 5000 Hz.
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Fig. 12. Comparison of IL results for A-1 model.
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Fig. 13. Comparison of IL results for A-2 model.
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Fig. 14. Comparison of IL results for A-3 model.

The measured ILs were ranging from 10.3 dB to
18.5 dB (Fig. 14). The differences from the theoreti-
cal model in this range ranged from 0.7 dB to 9.8 dB.

Figure 15 presents a comparison of the measure-
ment results for TL and IL across the three physi-
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Fig. 15. Comparison of TL (a) and IL (b) measurement results for three physical models.

cal models of the acoustic barrier (A-1–A-3). In both
cases, it was shown that the layered physical model
(A-3) provides greater noise attenuation and a wider
frequency range of attenuation compared to the single-
layer structures (A-1 and A-2).
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3. Conclusions

Compared to traditional partitions, barriers com-
posed of sonic crystal structures do not exhibit contin-
uous attenuation characteristics. The developed pro-
posals of physical models, including layered structures,
provide great opportunities for noise reduction in fre-
quency bands where industrial noise sources emit sub-
stantial acoustic energy and significantly increase the
frequency range of sound attenuation.

Three physical models were developed based on
theoretical models. A laboratory test stand was pre-
pared in a test room with conditions similar to a free
field. The effectiveness of noise attenuation for sonic
crystal structures was assessed using impulse response
measurements for samples measuring 1 m× 1 m.

The results of the conducted measurements showed
that the noise attenuation provided by the developed
physical models was satisfactory for the key compo-
nents of the analysed spectrum. It was also demon-
strated that the layered structure allows to increase
the noise attenuation (up to 3.5 dB) and increase the
frequency range of attenuation (up to the range of
2000 Hz–5000 Hz) compared to single-layer structures.
The measured of TL for the multilayer model was
23.3 dB, while the IL was 18.5 dB. The method used
produced repeatable measurement results, with a stan-
dard deviation of repeatability not exceeding 0.02 dB.

The design assumptions were verified by comparing
the measurement results of the physical models with
those from theoretical models. The comparison of the
results showed consistency in the occurrence of band
gaps for key spectral bands predicted by Bragg’s law,
for both the TL and IL. Despite this agreement and
the satisfactory effectiveness of noise suppression, dif-
ferences were observed between the values in TL and
IL between the physical and theoretical models. These
differences result from the fact that theoretical models
are 2D models and do not take into account the finite
height of the barrier and the influence of the ground.
The study results help estimate the influence of factors
such as sound reflections or diffraction, which are not
considered in 2D theoretical models.
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1. Introduction

The current topic is how to improve the perfor-
mance of recycled aggregate concrete (RAC). There
are mainly two optimization schemes: first, when mak-
ing recycled aggregate, the cement mortar on the
surface is treated with chemical reagents to make
the internal voids in aggregate smaller, thus increas-
ing the RAC performance; second, fiber materials are
added to improve the tensile and compressive strength
and toughness of RAC. Steel fibers have been widely

used and popularized due to their very evident anti-
crack effect since their application to concrete. How-
ever, steel fibers also have some shortcomings. When
steel fibers were applied in a humid and corrosive en-
vironment, the service life of concrete would be signif-
icantly reduced due to its susceptibility to corrosion.
Polypropylene fiber is a type of reinforced and tough-
ened material, with good corrosion resistance, light
weight, easy dispersion, little damage to mixing ma-
chines, low price, and other advantages, which better
overcomes the shortcomings of steel fiber.

https://acoustics.ippt.pan.pl/index.php/aa/index
mailto:yangxin546@163.com
https://creativecommons.org/licenses/by/4.0/
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In recent years, many scholars have studied the
acoustic emission characteristics of RAC, including
RAC modification (adding silica fume – Bai et al.,
2022), replacement of coarse and fine aggregates (cop-
per slag as fine aggregate – Prem et al., 2018), re-
placement of coarse and fine aggregates with plastic
wastes (Belmokaddem et al., 2020), recycled sand
as fine aggregate (Fardoun et al., 2022), and crumb
rubber as fine aggregate (Assaggaf et al., 2022), and
aggregate proportion (Guo et al., 2017). Watanabe
et al. (2007) tested the microcracks in concrete under
compression applying the acoustic emission technique.
Kencanawati et al. (2013) introduced an acoustic
emission parameter analysis model for analyzing the
concrete cracking behavior.

The acoustic emission (AE) technique can be used
to study damage evolution and identify failure modes
(Aki, 1965; Utsu, 1965; Lockner et al., 1991; Unan-
der, 1993; Weiss, 1997; Greenhough, Main, 2008;
Kwiatek et al., 2014; Liu et al., 2020a; 2020b; Chen
et al., 2022). In addition, many achievements had been
made in the research of acoustic emission character-
istics of fiber-reinforced concrete, including compres-
sion performance (Menna et al., 2022), bending test
(Adamczak-Bugno et al., 2022a; 2022b; Mandal
et al., 2022), shear behavior (Goyal et al., 2022), uni-
axial tension (De Smedt et al., 2022), and cyclic load
(Xargay et al., 2021). Goyal et al. (2021) established
the empirical relationship between the damage index
and the acoustic emission parameter by the genetic
algorithm. Essassi et al. (2021) classified the acous-
tic emission signals by the K-means algorithm and
found three different classes of cracking events: fiber
cracking, matrix cracking, and fiber debonding. Lauff
et al. (2021) added short fibers to fresh concrete and
processed the material with a 3D printer to orient
the fibers, thus obtaining a material with high uni-
axial strength properties. Jung et al. (2021) proposed

Table 1. Physical and mechanical indicators of polypropylene fiber.

Fiber no.
Diameter

[mm]
Length
[mm]

Tensile
strength
[MPa]

Fracture
strength
[MPa]

Elongation
at break

[%]

Initial
modulus
[GPa]

Density
[g/cm3]

Recommended
dosage
[kg/m3]

FF1 0.036 12 ≥ 300 360 30 3.5 0.91 0.9

FF2 0.036 19 ≥ 450 450 17 4.8 0.91 0.9

CF1 0.9 30 ≥ 550 500 24 6.6 0.91 6.0

CF2 0.9 50 ≥ 550 500 24 6.6 0.91 6.0

a) b) c)

Fig. 1. Coarse and fine aggregates of RAC: a) fine aggregates; b) natural coarse aggregates; c) recycled coarse aggregates.

a new parameter, namely, the composite b-value, to
analyze the distribution of the acoustic emission am-
plitude at the crack origin. Prem et al. (2021) reported
that acoustic emission parameters were closely related
to different failure mechanisms (shear, shear flexure,
and flexure).

To sum up, the polypropylene fiber-reinforced RAC
test was conducted under uniaxial compression in this
work to obtain the acoustic emission information in the
fracturing process and analyze the evolution law of
the AE based b-value and the AE based RA-AF (RA
is defined as the ratio of rise time to amplitude; AF is
defined as the ratio of counts to duration). Based on
K-means clustering and support vector machine, the
cracking modes of polypropylene fiber-reinforced recy-
cled aggregate concrete were studied. On this basis,
a whole-process analysis was made based on the time
history of the acoustic emission characteristic, which
was of great theoretical and practical significance.

2. Experimental details

2.1. Specimen preparation

The polypropylene fiber used for the test is pro-
duced by Hebei Xinqixiang Polypropylene Fiber Tech-
nology Co., Ltd., with its physical and mechanical pa-
rameters shown in Table 1.

The cement used is ordinary Portland cement of
grade 42.5, the fine aggregate is medium sand in zone II
with a particle size of 0.15 mm–4.75 mm and the nat-
ural coarse aggregate is the gravel with a particle size
of 5 mm–20 mm, among which the 5 mm–10 mm and
10 mm–20 mm aggregates are in a 2:3 ratio. The re-
cycled coarse aggregates are produced with waste con-
crete with a base material strength grade of C30 by
way of mechanical crushing and screening, as shown in
Fig. 1.
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Table 2. Test plan for C30 polypropylene fiber-reinforced RAC.

Specimen no.
Mixing amount of coarse aggregate

[kg/m3]
Coarse aggregate
substitution rate

[%]

Fiber length
[mm]

Fiber dosage
[kg/m3]

Natural Recycled

R-25-0 840.63 280.21

25

None 0

R-25-1 840.63 280.21 12 0.9

R-25-2 840.63 280.21 19 0.9

R-25-3 840.63 280.21 30 6

R-25-4 840.63 280.21 50 6

R-25-5 840.63 280.21 12+ 30 0.9+ 5.1

R-25-6 840.63 280.21 12+ 50 0.9+ 5.1

R-25-7 840.63 280.21 19+ 30 0.9+ 5.1

R-25-8 840.63 280.21 19+ 50 0.9+ 5.1

R-25-9 840.63 280.21 12+ 19+ 50 0.45+ 0.45+ 5.1

R-50-0 560.42 560.42

50

None 0

R-50-1 560.42 560.42 12 0.9

R-50-2 560.42 560.42 19 0.9

R-50-3 560.42 560.42 30 6

R-50-4 560.42 560.42 50 6

R-50-5 560.42 560.42 12+ 30 0.9+ 5.1

R-50-6 560.42 560.42 12+ 50 0.9+ 5.1

R-50-7 560.42 560.42 19+ 30 0.9+ 5.1

R-50-8 560.42 560.42 19+ 50 0.9+ 5.1

R-50-9 560.42 560.42 12+ 19+ 50 0.45+ 0.45+ 5.1

In this test, the concrete with a strength grade
of C30 is used, and the number of test groups is 20,
with 3 test specimens for each group. It is calculated
that the mix proportion of C30 polypropylene fiber-
reinforced RAC is: cement 358 kg/m3, medium sand
706.15 kg/m3, coarse aggregate 1,120.85 kg/m3, and
water 215 kg/m3. Each group of concrete uses the same
mix proportion, and only the coarse aggregate substi-
tution rate and fiber dosage are different. Among them,
the recycled coarse aggregate substitution rate for R-25
and R-50 is 25 % and 50 %, respectively. As a reference
test specimen, R-25-0 should be made of plain con-
crete, without adding any fiber to it. R-25-1, R-25-2,
R-25-3, and R-25-4 are four test specimens, each mixed
with a different kind of polypropylene fiber. The fiber
dosage is 0.9 kg/m3 for R-25-1 and R-25-2 test spec-
imens into which one kind of fine polypropylene fiber
is added, respectively, and 6.0 kg/m3 for R-25-3 and
R-25-4 into which one kind of coarse fiber is added,
respectively, according to the instruction manual of

a) b) c) z

x

y

Coordinates of AE sensors:
1(30,150,120)
2(30,150,30)
3(120,150,30)
4(120,150,120)
5(120,0,120)
6(120,0,30)
7(30,0,30)
8(30,0,120)

8 5

1 4

7 6

32

Fig. 2. Test apparatus: a) HCT306B press; b) AMSY-6 acoustic emission instrument; c) acoustics emission sensor
arrangement (applied load acts parallel to the z-axis on the plane above the specimen).

the polypropylene fiber manufacturer. R-25-5, R-25-6,
R-25-7, R-25-8, and R-25-9 are the test specimens into
which both fine and coarse fibers are added. To en-
sure the test comparability, the total dosage of coarse
and fine fibers is controlled to 6.0 kg/m3 as shown in
Table 2.

2.2. Experimental setup

With reference to the related provisions in (GB/T
50081-2019, 2019), a 150 mm× 150 mm× 150 mm stan-
dard test cube is designed for the test. After being
molded, all the test specimens are left at room temper-
ature for 1D, numbered for removal of their forms, and
cured in the standard curing room for 28 days before
the cube compression test is carried out. The machine
used for the cube compression test of polypropylene
fiber-reinforced RAC is the HCT306B microcomputer-
controlled electro-hydraulic servo press, and the test
specimen is loaded at a speed of 0.5 MPa/s until the
test specimen is ruptured.
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The acoustic emission acquisition system is an
AMSY-6 acoustic emission instrument. During the
test, 8 acoustic emission sensors are fixed on the sur-
face of polypropylene fiber-reinforced RAC (this work
selects the channel with the third highest number of
acoustic emission events for analysis). To ensure that
the acoustic emission sensor and RAC can be fully cou-
pled, a layer of vacuum adhesive is applied to the con-
tact position between the acoustic emission sensor and
RAC. To eliminate the effect of environmental noise
upon the test, the threshold value and the sampling
frequency of the acoustic emission instrument are set
as 40 dB and 5 MHz, respectively.

2.3. Characteristics of AE based b-value

Gutenberg and Richter (1944) proposed the fa-
mous expression of statistical relation between earth-
quake magnitude and frequency:

log10N = a − bM, (1)

where M is the magnitude, N is the earthquake fre-
quency of magnitude in ∆M , a and b are constants,
and the b-value is a function of the relative magnitude
distribution. In this work, the b-value is calculated by
replacing the magnitude M with the acoustic emis-
sion amplitude, therefore the b-value is a function of
the crack growth scale, whose dynamic change char-
acteristics are of direct physical significance. The least
square method is adopted in this work to calculate the
b-value. A hundred pieces of acoustic emission ampli-
tude data are taken as the sampling window each time,
the sliding window is 50, and the magnitude interval
∆M is set to 0.2 dB. In the data processing process,
the occurrence of the last acoustic emission amplitude
from a hundred piece sampling window is regarded as
the scale of the b-value.

Figure 3 illustrates the temporal variation of the
AE based b-value of the RAC with a coarse aggregate
substitution rate of 25 % and 50 % (the first specimen
from each group was selected for the acoustic emis-
sion analysis in this work). The law of influence of
the coarse aggregate substitution rate on the b-value
is analyzed based on Fig. 3a. For no. 0 specimens
not mixed with polypropylene fibers, the AE based
b-value of R-25-0 specimen shows a continuous sharp
decline in the initial phase, indicating a continuous in-
crease of major event cracking; later, the b-value fluc-
tuates up and down in a small range until the post-
peak phase, indicating the stable growth of microc-
racks. The b-value of R-50-0 test specimen begins to in-
crease slightly after 20 seconds, indicating an increase
of minor event cracking; later, the b-value fluctuates
in a small range; when the specimen is on the verge of
failure, the b-value begins to decrease significantly until
the post-peak phase, indicating a continuous increase
of the major event cracking of the specimen.

It can be seen from the analysis of the changes of
the AE based b-value in Fig. 3a that:

1) For both R-25-0 and R-50-0 RAC into which no
polypropylene fibers are added, the b-value ex-
hibits a continuous sharp decrease for R-50-0, in-
dicating that a specimen (R-25-0) with a small
content of recycled aggregate is probably more re-
sistant to microcracking processes than R-50-0.

2) The b-value of R-50-0 test specimen decreases sig-
nificantly in the post-peak phase, indicating a con-
tinuous increase of major event cracking in the
post-peak phase. The b-value of R-25-0 shows
a small increase in the post-peak phase. Therefore,
on the whole, the post-peak strength of R-25-0
test specimen with a coarse aggregate substitution
rate of 25 % is better than that of R-50-0 test
specimen with a coarse aggregate substitution rate
of 50 %.

3) The initial b-value of R-50-0 test specimen is
smaller than that of R-25-0 test specimen proba-
bly because the more initial defects of R-50-0 test
specimen lead to more major event cracking in the
initial phase, making the initial b-value bigger.

From the analysis of the law of influence of adding
one kind of fine polypropylene fiber on the b-value
in Fig. 3b–c, it can be observed that, for R-25-1,
R-25-2, R-50-1, and R-50-2 test specimens into which
only one kind of fine fiber is added, respectively, their
b-value do not decrease sharply until they are close to
failing in the pre-peak phase, and that their b-value
mainly increase slightly and slowly or fluctuate up
and down in a small range. This indicates that with
the addition of polypropylene fine fibers, the major
event cracking is inhibited and the minor vent crack-
ing dominates. When the test specimens are about to
fail, the b-value decrease significantly, indicating that
major event cracking increases gradually.

From the analysis of the law of influence of adding
one kind of coarse polypropylene fiber on the b-value in
Fig. 3b–c, it can be observed that, for R-25-3, R-50-3,
R-25-4, and R-50-4 test specimens into which only one
kind of coarse polypropylene fiber is added (fiber di-
ameter: 0.9 mm; fiber length: 30 mm and 50 mm), their
b-values are generally stable and begin to decrease sig-
nificantly only when they are about to fail.

From the analysis of the law of influence of adding
more than one kind of coarse polypropylene fiber on
the b-value in Fig. 3f–j, it can be observed that, for
R-25-6, R-50-6, and R-50-7 test specimens into which
both coarse and fine fibers are added, their b-values
are generally stable and begin to decrease signifi-
cantly only when they are about to fail. The b-value
of other test specimens into which more than one
kind of fiber is added are characterized by ups and
downs, demonstrating the intense evolution of micro-
cracks.
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a) No. 0 specimens without polypropylene fiber (mean value b) No. 1 specimens with fine fiber added (mean value
of b-value is 0.9155 and 0.884 for R-25-0 and R-50-0). of b-value is 0.9061 and 0.8655 for R-25-1 and R-50-1).

c) No. 2 specimens with fine fiber added (mean value d) No. 3 specimens with coarse fiber added (mean value
of b-value is 0.7651 and 0.77 for R-25-2 and R-50-2). of b-value is 0.849 and 0.8457 for R-25-3 and R-50-3).

e) No. 4 specimens with coarse fiber added (mean value f) No. 5 specimens with coarse and fine fibers (mean value
of b-value is 0.9252 and 1.005 for R-25-4 and R-50-4). of b-value is 0.8757 and 0.8353 for R-25-5 and R-50-5).

g) No. 6 specimens with coarse and fine fibers (mean value h) No. 7 specimens with coarse and fine fibers (mean value
of b-value is 0.8144 and 0.7036 for R-25-6 and R-50-6). of b-value is 0.9027 and 0.8031 for R-25-7 and R-50-7).

i) No. 8 specimens with coarse and fine fibers (mean value j) No. 9 specimens with coarse and fine fibers (mean value
of b-value is 0.8392 and 0.8883 for R-25-8 and R-50-8). of b-value is 0.852 and 0.7833 for R-25-9 and R-50-9).

Fig. 3. Temporal variation of AE based b-value of RAC.
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3. Analysis of polypropylene fiber-reinforced

concrete cracking modes based

on RA-AF method

Concrete cracking modes include tensile and shear
modes of cracking. The correlation between RA and
AF in acoustic emission parameters is related to the
cracking modes of concrete materials and can be used
to effectively identify the cracking modes of concrete
materials.

Generally speaking, RA and AF values are differ-
ent in terms of shear damage and tensile damage. In
a tensile damage mode, the related AF value will be
higher due to the release of energy. On the contrary,
due to the long rise time and duration, the RA value re-
lated to the shear damage mode will be higher (Zhang,
2020). The RA and AF calculation principles are indi-
cated in Eqs. (2) and (3), respectively:

RA = Rise time

Amplitude
, (2)

AF = Counts

Duration
, (3)

where rise time is the time interval during which the
acoustic emission signal is raised to its maximum am-
plitude through a threshold, whose unit is µs; ampli-
tude is the highest amplitude value of the acoustic
emission waveform signal, whose unit is mV; counts
is the number of times the single acoustic emission sig-
nal exceeds the threshold value, whose unit is dimen-
sionless; duration is the time from the first time the
acoustic emission signal exceeds the threshold value to
the last time it drops to the threshold value, whose
unit is µs.

Determining the RA-AF boundary is important
to the differentiation between material cracking modes.
The boundary is generally a straight line defined arti-
ficially. The acoustic emission event distributed to the
upper left of the straight line is considered tensile
cracking, while that distributed to the lower right of
the straight line is considered shear cracking, as shown
in Fig. 4. However, such a method can be easily af-
fected by such factors as the sensor model and charac-
teristic parameter selection. Consequently, an unsuper-
vised machine learning technique – K-means cluster-

Fig. 4. Classification of typical cracking modes based
on RA-AF relationship.

ing method is introduced in this work to differentiate
between RA and AF.

3.1. K-means clustering

K-means is a method of continuous iterative clus-
tering. Its operating principle is: assuming that the
sample data is n variables X1 to Xn, these n vari-
ables are divided into k categories, and mi is the mean
value of these variables (MacQueen, 1967). The dis-
tance formula adopts the Euclidean distance, and the
specific steps are as follows:

1) randomly and uniformly select K observation
samples as the initial cluster center m1 to mk;

2) separate each sample data from its nearest cluster
center;

3) update the mean vector of the cluster center ac-
cording to the cluster center to which each sample
belongs;

4) repeat steps 2 and 3. When the set number of iter-
ations is reached or the mean vector of the cluster
center is no longer updated, the model is built and
the clustering algorithm results are derived.

3.2. Theory of support vector machines

The support vector machines (SVM) can find
a suitable interface for the two types of data, so that
the two types of data can be separated most com-
pletely. The interface is defined as the optimal hy-
perplane (Vapnik, 1999). Forming a new vector y

(y = (X,L)) with data X and its label L can form
an n-dimensional vector space (Y = (y1, ..., yj , ..., yn))
for n data. In the vector space Y, the hyperplane can
be described by the following equation:

ωTX + d = 0, (4)

where ω = (ω1, ω2, ..., ωf) is the hyperplane normal
vector, which is used to describe the direction of the hy-
perplane; d is the hyperplane displacement term, which
is used to describe the distance of the hyperplane from
the origin.

The vectors closest to the hyperplane in the two
types of vectors are called support vectors, and the sum
of the distances between two heterogeneous support
vectors and the hyperplane is:

γ = 2∥ω∥ . (5)

Find the optimal hyperplane, that is, calculate ω

and d to make t the maximum value. If linear insepara-
bility is considered, the objective function to be solved
is shown in Eq. (5). At this time, some points are al-
lowed not to meet the constraint condition (6):
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f =min
ω,d

1

2
∥ω∥2 +C m

∑
i=1

L0/1 (yi (ωTXi + d) − 1), (6)

yi (ωTXi + d) ≥ 1, i = 1,2, ..., n, (7)

where L0/1 is 0–1 loss function, C is a constant greater
than 0. When C is taken as a valid value, some data are
allowed not to meet the constraint conditions. When
C is taken as infinity, all data will be forced to meet
the conditions.

3.3. Cracking modes analysis

In this work, the K-means clustering method is
used for the two-dimensional clustering analysis of
RA-AF values, so as to differentiate between shear
and tensile cracking. Then, the recognition and clas-
sification function of the SVM is used to obtain the
boundary between the two types of clusters, i.e., shear
cracking and tensile cracking. In order to make the
data meet the constraint conditions as much as pos-
sible, the constant C in Eq. (6) is set to 1.000 in this
work. See Figs. 5–6 (note: the boundary of the com-
paction phase is determined by the stress-strain curve,

a)

AF [kHz]

RA
 [m

s/V
]

b)

RA
 [m

s/V
]

AF [kHz]

Fig. 5. Hyperplane calculation results of shear and tensile cracking: a) R-25-0; b) R-25-2.

which is the turning point of the stress-strain curve
from an upward concave shape to an approximate
straight line) and Table 3 for the calculation results.
As can be seen from Fig. 5, the two types of cracking
can be well differentiated by applying the K-means
clustering method; the shear cracking is characterized
by a high RA value, while the tensile cracking is char-
acterized by a low RA value; the slopes of the linear
RA-AF value boundaries of the two types of cracking
obtained by the SVM are both close to 0. Most of the
cracking of the polypropylene fiber-reinforced RAC
is tensile cracking. As can be observed from Fig. 6
and Table 3, shear cracking is mainly distributed
in the elastic-plastic phase and some test specimens
have a few shear cracking in the compaction phase
and the post-peak phase; there are a lot of tensile
cracking in the three phases. In addition, in the
latter half of the elastic-plastic phase, the RA value
of the shear cracking reduces gradually; the shear
cracking disappears within 5 s–18 s before the test
specimen fails, and only tensile cracking exists in this
time range. To sum up, the tensile cracking is in the
majority in terms of the number of cracking modes.
From the perspective of time distribution of cracking,



608 Archives of Acoustics – Volume 49, Number 4, 2024

a) b)

RA
 [m

s/V
]

Time [s] Time [s]

RA
 [m

s/V
]

Fig. 6. Time distribution of shear and tensile cracking:
a) R-25-0; b) R-25-2.

Table 3. RA-AF value boundaries corresponding to different cracking modes of polypropylene fiber-reinforced RAC
and shear cracking time distribution.

Specimen no.

Shear cracking and tensile cracking dividing line
for RA-AF value RA = k∗AF + e

Time distribution
of shear cracking

[s]

Failure time
of specimens

[s]k [ms/V/kHz] e [ms/V]

R-25-0 0.1579 1134.5 21.3–56.4 62

R-25-1 0.0677 1433.8 2.2–52.5 62

R-25-2 −0.1487 2278.9 7.2–57.8 66

R-25-3 0.0885 1808.8 3.5–75 85

R-25-4 0.3166 2436.6 2.3–73.7 92

R-25-5 −0.368 1599.6 10.6–60.7 68

R-25-6 −0.0299 1918.2 2.4–72.9 81

R-25-7 0.1508 1679.8 14.6–78.8 86

R-25-8 −0.2016 1278.4 0.6–56.4 68

R-25-9 0.0592 2411.2 7.3–66 80

R-50-0 −0.4341 894.2 9.6–56.1, 63.1 61

R-50-1 0.8742 1375.4 3.2–49.4 63

R-50-2 0.6816 1284.7 7.9–65 75

R-50-3 −0.4768 1431.8 6.3–65.4 79

R-50-4 0.4683 677.0 3–66.6, 76.3 74

R-50-5 −0.3026 1170.5 8.5–68.1 76

R-50-6 0.0171 1522.7 2.8–65.3 80

R-50-7 0.1057 2084.3 5.3–66.9 75

R-50-8 0.0342 1941.9 7.6–60.7 73

R-50-9 0.3992 1553.7 3.4–59.7 72

the shear cracking is mainly concentrated in the first
half of the elastic-plastic phase, and the tensile crack-
ing is in the majority within 5 s–18 s before the test
specimen fails. Therefore, the cracking mechanism of
the polypropylene fiber-reinforced RAC under uniaxial
compression is dominated by tensile cracking.

4. Whole-process analysis under uniaxial

compression based on time history of acoustic

emission characteristic parameters

As can be known from Eqs. (2) and (3) and the
research results of Sec. 3, the RA value increases/

decreases mainly depending on the increase/decrease
of the shear cracking, while the AF value increases/
decreases mainly depending on the intensity of acous-
tic emission activities. Figure 7 illustrates the changes
in RA and AF moving averages of RAC test specimens
with time. In order to reduce scattering and clearly re-
veal the trend, each point on the curve is the moving
average of the last 100 acoustic emission data points
and the time of the last data point of every 100 acoustic
emission data points is taken as the scales of RA and AF.

Research findings:
1) As can be seen from Fig. 7, the RA moving aver-

ages of most test specimens exhibit an overall upward
trend in the first half phase and an overall downward
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Fig. 7. Moving averages of acoustic emission RA and AF of RAC.
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trend in the latter half phase. As the RA value de-
creases, the shear cracking gradually reduces and the
tensile cracking gradually increases and dominates.

2) As can be observed from Fig. 7 and Table 4, the
minimum values of the AF moving averages of most
test specimens are negatively correlated with the RAC
strength, namely the lower the minimum value of the
AF moving average is, the higher the RAC strength
will be. Among the RAC with a coarse aggregate sub-
stitution rate of 25 %, the minimum value of the AF
moving average is 30.44 for R-25-0 test specimen into
which no fiber is added and in the 8.53–18.87 range for
the RAC into which coarse and fine fibers are added.
Among the RAC with a coarse aggregate substitution
rate of 50 %, the minimum value of the AF moving
average is 22.31 for R-50-0 test specimen into which
no fiber is added and is in the 12.91–28.13 range for
the RAC into which coarse and fine fibers are added;
Therefore, the minimum value of the AF moving av-
erage can be used to evaluate the reinforcement ef-
fect of polypropylene fibers on RAC. In concrete with
a coarse aggregate substitution rate of 25 %, the min-
imum value of the AF moving average of R-25-4 test
specimen is the minimum, showing the best reinforce-
ment effect. In concrete with a coarse aggregate sub-
stitution rate of 50 %, the minimum values of the AF
moving averages of R-50-6 and R-50-7 test specimens
are the minimum, showing better reinforcement effects
than other specimens.

3) There is a certain correlation between the AF
value and the AE based b-value. When the AF value
increases continuously, the corresponding b-value also
increases continuously, indicating an increase in mi-
nor event cracking, as shown in Fig. 8a, R-25-1 test
specimen in the 20 s–55 s range. When the AF value
decreases continuously, there are two scenarios. One is
that AF has a high initial value (more than 25 kHz)
and decreases continuously. In this scenario, the AE
based b-value also decreases continuously, indicating an
increase in major event cracking, as shown in Fig. 8b,

Table 4. Relationship between minimum value of acoustic
emission AF moving average and peak strength.

Specimen no.
Minimum values

of the AF moving averages
[kHz]

Peak stress
[MPa]

R-25-0 30.44 31.384

R-25-1 18.87 32.385

R-25-4 8.53 49.1

R-25-6 12.62 41.109

R-25-7 13.49 43.658

R-50-0 22.31 29.427

R-50-1 18.28 34.787

R-50-4 28.13 38.469

R-50-6 14.21 41.169

R-50-7 12.91 39.646
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Fig. 8. Relationship between acoustic emission AF moving
average of RAC and b-value.

R-50-0 test specimen in the 36 s–67 s range. The other
is that AF has a low initial value (less than 25 kHz) and
decreases continuously. In this scenario, the AE based
b-value does not show a continuous decrease, indicat-
ing that the acoustic emission activity is attenuated, as
shown in Fig. 8c, R-50-6 test specimen in the 22 s–48 s
range.

5. Conclusions

In this work, the acoustic emission characteristics
of polypropylene fiber-reinforced RAC have been re-
searched under uniaxial compression, and the following
main conclusions have been drawn:

1) For both R-25-0 and R-50-0 RAC into which
no polypropylene fibers are added, the b-value exhibits
a continuous sharp decrease, indicating that the exis-
tence of internal defects in RAC leads to the continuous
increase of major event cracking. The initial b-value of
R-50-0 test specimen is bigger because more initial de-
fects lead to more major event cracking in the initial
phase than R-25-0 test specimen. It is found in the re-
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search that, for R-25-1, R-25-2, R-50-1, and R-50-2 test
specimens into which one kind of fine fiber is added res-
pectively, their b-values do not decrease sharply until
the specimens are about to damage. This indicates that
with the addition of polypropylene fine fibers, the ma-
jor event cracking are inhibited. For R-25-4 and R-50-4
test specimens into which only one kind of coarse fiber
is added (fiber diameter: 0.9 mm; fiber length: 50 mm),
their b-values exhibit a short transition, indicating the
intense evolution of microcracks, and then stay stable
generally, indicating the stable growth of microcracks,
which is mainly due to the bridging effect of coarse
fibers.

2) The K-means clustering method has been adop-
ted for two-dimensional clustering analysis of the shear
cracking and tensile cracking of the polypropylene
fiber-reinforced RAC. The shear cracking is character-
ized by a high RA value, while the tensile cracking is
characterized by a low RA value. The tensile cracking
is in the majority in terms of the number of crack-
ing modes. From the perspective of time distribution
of cracking, the shear cracking is mainly concentrated
in the first half of the elastic-plastic phase; the tensile
cracking exists in a large quantity in the compaction,
elastic-plastic and post-peak phases; the shear crack-
ing disappears and the tensile cracking is in the ma-
jority within 5 s–18 s before the test specimen fails.
Therefore, the cracking mechanism of the polypropy-
lene fiber-reinforced RAC under uniaxial compression
is dominated by tensile cracking. The SVM has been
used to give the hyperplane equations of shear cracking
and tensile cracking of polypropylene fiber-reinforced
RAC, and the slopes of the linear boundaries of the
hyperplane equations are close to 0.

3) The changes in RA and AF moving averages of
RAC test specimens with time have been researched.
The research shows that, as the RA value decreases,
the shear cracking gradually reduces and the tensile
cracking gradually increases and dominates. The mini-
mum values of the AF moving averages of most test
specimens are negatively correlated with the RAC
strength, namely the lower the minimum value of the
AF moving average is, the higher the RAC strength
will be. There is a certain correlation between the AF
value and the AE based b-value. When the AF value
increases continuously, the corresponding b-value also
increases continuously, indicating an increase in minor
event cracking. When the AF value decreases contin-
uously, there are two scenarios. One is that AF has
a high initial value (more than 25 kHz) and decreases
continuously. In this scenario, the AE based b-value
also decreases continuously, indicating an increase in
major event cracking; The other is that AF has a low
initial value (less than 25 kHz) and decreases continu-
ously. In this scenario, the AE based b-value does not
show a continuous decrease, indicating that the acous-
tic emission activity is attenuated.
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1. Introduction

In recent years, with the continuous progress of
technology, the number of counterfeit ceramics has
been increasing, and anti-counterfeiting technology is
facing a great challenge. Resonance acoustic spec-
troscopy has been used at the Los Alamos National
Laboratory, USA, to safely monitor nuclear containers
of UF6 and to inspect whether nuclear containers or
chemical weapons have been tampered with (Olinger
et al., 1993). Traditional ceramic identification mainly
relies on organoleptic assessment, such as touching, ob-
serving, and smelling. Many counterfeit ceramics are
difficult to identify by traditional methods due to the
limitations of human sensory organs. Therefore, the is-
sue of how to identify ceramics has been a concern of
scholars.

There are many reports on identification methods
for ceramics, including the use of X-ray diffraction,
chemical element labeling, and X-ray computed tomog-
raphy image reconstruction. In these methods, X-rays
are transmitted through the object to be detected and

imaged on photographic film or recorded on a digital
sensor. The objects can be identified according to the
information presented in the image. However, there are
two shortcomings to these methods: the impact of ra-
diation on human health and radiation pollution (De-
joie et al., 2015; Sciau et al., 2011; Padeletti et al.,
2010; Figueiredo et al., 2010).

In the current study, ultrasonic detection technol-
ogy is used to identify ceramics. This method not only
overcomes the limitations of traditional methods but
also is not harmful to human health or the environ-
ment. All one needs to do is fix an ultrasound probe
onto the surface of the object to be identified. The op-
erating steps are more convenient and safer compared
to traditional methods. In addition, the technology has
many advantages, such as low cost, excellent discrimi-
nation, and high accuracy (Shi et al., 2015).

The scattering of ultrasonic waves in contact
with grains and interfaces in polycrystalline mate-
rials results in attenuation and dispersive velocities
(Badidi et al., 2003). Random ultrasonic backscat-
tering results from the random orientation distribu-
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tion, shape, size, and interface of the grains. Moreover,
the ultrasonic velocity is explicitly related to grain
size. Palanichamy et al. (1995) estimated the average
grain size in austenitic stainless steel using ultrasonic
velocity measurements and obtained more accurate re-
sults compared to attenuation measurements. The at-
tenuation of ultrasonic waves is closely related to the
distribution of grains in polycrystalline materials. Even
if the average grain size is the same for two different-
shaped grains, their internal ultrasonic attenuation will
be significantly different (Smith, 1982).

An analytical equation to explain the relationship
between backscattering and microtexture size and ori-
entation has been proposed. The numerical result of
this equation is consistent with the result measured
using orientation image microscopy. In addition, re-
search on the ultrasonic backscatter coefficient has
clarified the complex interrelationship between poly-
crystalline grains and ultrasonic waves (Sarpün et al.,
2005). The microstructure of polycrystalline materi-
als determines the ultrasonic velocity, attenuation, and
backscatter power of ultrasonic waves propagating in-
side the material (Laux et al., 2002; Hirao et al.,
1987; Özkan et al., 2013; Vijayalakshmi et al., 2011;
Murthy et al., 2008). Conversely, ultrasound can also
effectively characterize the difference in the internal
microstructure of polycrystalline materials. Each fin-
ished material in industrial production has unique mi-
crostructural characteristics, just like human finger-
prints. Using ultrasonic fingerprint technology to pre-
vent valuables from being replaced has been a new
application in the field of ultrasonic testing in recent
years. When ultrasonic waves propagate in an object,
the scattering signal is highly correlated with its in-
ternal structure (Li et al., 2014; Buenos et al., 2014).

In this study, scattering signals of three ceramic
disks of identical material and appearance are extrac-
ted using an ultrasonic probe with a frequency of
5 MHz, and the ultrasonic fingerprints of the sig-
nals are extracted to identify the ceramic specimens.

2. Identification algorithm

Ultrasonic reflection signals and scattering signals
are acquired from the ceramics that need to be pro-
tected. The features of the signals are processed to
calculate the “target ultrasonic fingerprint”. When ce-
ramics with the same appearance are mixed, the ul-
trasonic signals are acquired from each specimen, re-
spectively. After processing the signals acquired by the
virtual prototype, features are extracted from the sig-
nal of each specimen, and the ultrasonic fingerprints
to be identified are calculated based on these featu-
res. The identification is completed by comparing the
“fingerprints to be identified” with the “target ultra-
sonic fingerprint”. This process involves both time-
domain identification and frequency-domain identifica-

tion. Whether the ceramic to be identified is the target
ceramic is determined according to the identification
results of the ultrasonic fingerprints.

First, to reduce the effect of errors and improve
anti-interference capability, the acquired time-domain
signals are normalized using:

An = Xn −Xmin

Xmax −Xmin

, (1)

where Xmin is the minimum amplitude of the signal,
Xmax is the maximum amplitude, and Xn and An are,
respectively, the amplitude of each sampling point be-
fore and after normalization (where n = 1,2,3, ...,N).

Second, a parameter Pi (where i = 1,2,3, ...,20) is
defined as follows:

Pi = An√
N∑
n=1

A2
n

. (2)

Twenty sets of signals were acquired as target sig-
nals in each experiment to reduce operational and
systematic errors. Therefore, there are 20 sets of Pi.
Subsequently, the arithmetic mean Pv was calculated
based on Pi. The feature of each target time-domain
signal Fi was calculated according to:

Fi = N∑
n=1

∣ln Pi

Pv

∣ . (3)

The target signal features in the frequency domain
are similar to those in the time domain, with the dif-
ference being that An is obtained using a fast Fourier
transform after Eq. (1). Pi is calculated by using the
frequency spectrum of An in Eq. (2), and the features
in the frequency domain can be calculated by using
Eq. (3). Finally, there is one feature in the time do-
main and one feature in the frequency domain, ob-
tained by averaging the features of the 20 sets of sig-
nals. These two features are, respectively, the ultra-
sonic fingerprints in the time and frequency domains.

The steps for extracting the ultrasonic fingerprints
of the signals to be identified are similar to those used
for the target signals. It is worth noting that Pv of the
signals to be identified is still the value while calculat-
ing the target signal features. This means that the fin-
gerprint to be identified is calculated based on the tar-
get fingerprint. The fingerprint to be identified indi-
cates the dissimilarity compared to the target finger-
print. The ultrasonic fingerprints in the time and fre-
quency domains need to be compared with the target
signal ultrasonic fingerprints, respectively, to improve
the accuracy of the identification. Although the target
ultrasonic fingerprints and the ultrasonic fingerprints
to be identified have been obtained from the identical
ceramic, they will differ somewhat under actual con-
ditions because of inevitable errors such as operating
error and system noise. Therefore, it is necessary to
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calculate a threshold. The variation of signal ampli-
tude caused by error is a random variable with inde-
pendent distribution. In statistical analysis, all signals
that may be collected are statistical populations, while
the signals collected from the populations are statisti-
cal samples. According to the central limit theorem,
the distribution of the sample mean will approximate
a Gaussian distribution, regardless of the population
distribution. Therefore, it is feasible to judge the out-
liers by using the Pauta criterion.

In statistics, three times the value of the standard
deviation is considered as a reasonable margin of error
and measurements beyond the reasonable margin of
error are identified as outliers. Therefore, the standard
deviation can be calculated by using:

σ =
¿ÁÁÁÁÀ

k∑
i=1
(F − Fk)2

k
, (4)

where F is the mean value of the target signal ultra-
sonic fingerprints and k is the number of target signals
(k = 20 in this study). The threshold Q is then given as:

Q = F + 3σ. (5)

Therefore, according to the Pauta criterion, the
probability of a deviation greater than 3σ is ∼0.0026,
which is a rare probability event.

The result of the identification is obtained by as-
sessing whether the ultrasonic fingerprints to be iden-
tified are within the range of the threshold.

3. Experimental instruments

In this study, four ceramic plates of the same
shape and material were used as specimens, as shown
in Fig. 1. Each of the plates had a diameter of 175 mm
and a bottom thickness of 5 mm. The velocity of
ultrasound in the plates was 6250 m/s. The velocity
of ultrasound propagation in the 5 mm thick plate was

Fig. 1. Right-angle positioner and specimens.

obtained by measuring the time difference between the
first and second ultrasonic echoes. A dark blue plastic
sheet cut at right angles was pasted on the surface
of the ceramic plate. The position of the probe was
determined when the right angle sides of the plastic
slice were tangent to circular probe. The plastic sheet
plays an important role in accurately fixing the probe
position.

Figure 2 shows the ultrasonic flaw detection card
(CTS-04PC) customized from Shantou Ultrasonic
Electronics Company (China). This model of ultra-
sonic flaw detection card is available for Peripheral
Component Interconnect (PCI) slots and ultrasonic
probes. The function of the card depends on the oper-
ating status of the registers. The computer controls
the base address and offset of the registers to con-
trol the working mode of the ultrasonic flaw detection
card. Therefore, the probe is connected to the ultra-
sonic flaw detection card, which is then assembled in
the PCI slot of the computer. Together, all these com-
ponents form a virtual prototype, as shown in Fig. 3.

Fig. 2. Ultrasonic flaw detection card.

Fig. 3. Virtual prototype.

The internal structure of the virtual prototype is
shown in Fig. 4. The operational program for the
ultrasonic flaw detection card was written in C++.
The sampling frequency of the system was 100 MHz,
and the excitation waveform consisted of a positive
half-wave, a negative half-wave, and a radio-frequency
wave. The excitation voltage could be regulated from
0 V to 300 V, and the gain range could be adjusted
from 0 dB to 110 dB. The pulse repetition rate was
10 kHz. Damping, ultrasonic velocity, display range of
the waveform, and other parameters can all be ad-
justed according to actual conditions.
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Fig. 4. Internal structure of the virtual prototype: 1) a PC
power supply unit; 2) an optical disk driver; 3) an ultra-
sonic flaw detection card; 4) PCI slots; 5) a cooling fan;

6) a computer motherboard.

a) b)

c)

Fig. 5. SEM images of ceramic cross-sections.

4. Identification of ceramics and results

4.1. Microstructure of ceramics

Cross-sectional scanning electron microscope
(SEM) images of three ceramic specimens studied
during the experiment are shown in Figs. 5a–c. The
sizes, shapes, and interfaces of the ceramic microtex-
tures are all quite different. According to the SEM
results, the granularity of the ceramics used in the
experiments ranges from 0.05 µm to 0.3 µm. These
grains are arranged in a disorganized manner, and
the boundaries between the particles are not clear. The
SEM images show that the internal microstructure
of different portions of the same ceramic sample also
varies greatly.

The interaction between ultrasonic waves and the
ceramic material is closely related to the wavelength of
ultrasound and the size of the ceramic particles. The
wavelength λ of the 5 MHz ultrasonic waves used in
the experiment is 1.2 mm inside the ceramic sample,
and the particle sizes of ceramics are in the range
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of 0.5 µm∼3 µm. The wavelength is much larger than
the particle sizes, satisfying the condition for Rayleigh
scattering. The scattering coefficient is proportional to
the fourth power of the frequency, meaning higher fre-
quency is conducive to improving the intensity of scat-
tering signals and extracting more features from the
specimens (Yang et al., 2012). Because of the irregular
structure inside ceramics, the scattered waves gener-
ated by identical parts of different ceramics vary, and
consequently, the characteristics of the scattered sig-
nals received by the probe also differ, which is the basis
for identifying the ceramic samples.

4.2. Identification steps

Firstly, signals were acquired from the samples to
be protected using an ultrasonic probe and saved by
the virtual prototype. Secondly, ultrasonic signals from
all the samples were extracted using the same ultra-
sonic probe and saved as additional data. Thirdly, fea-
tures of the target ultrasound fingerprints were calcu-
lated in both time and frequency domains. In this way,
these feature thresholds were then obtained and saved
as the “target ultrasonic fingerprint”. Fourthly, features
of the ultrasonic fingerprints to be identified were cal-
culated in both time and frequency domains and saved
as the “ultrasonic fingerprint to be identified”. Finally,
results were obtained according to the relationship be-
tween the features of “ultrasonic fingerprint to be iden-
tified” and the “target ultrasonic fingerprint”.

If the features of the “ultrasonic fingerprint to
be identified” fall below the thresholds in both time
and frequency domains, the result is “same item”. If the
features are above the thresholds in both time and fre-
quency domains, the result is “different item”. However,
if the features are below the threshold in one domain
and above it in another, the result is “uncertain”.

Increasing the number of signal acquisition makes
the distribution of signals more stable and improves
the accuracy of identification. Target signals should be
acquired in 20 sets, while signals to be identified should
be acquired in more than 5 sets based on previous ex-
perience. The result with the highest frequency of oc-
currences is the final result. If the result is “uncertain”,
the signal to be identified needs to be re-extracted until
a clear result is obtained.

4.3. Identification of ceramic specimens

The first step involves configuring the parameters
of the virtual prototype by, for example, setting the ul-
trasonic velocity according to the specimen material.
The frequency of the excitation signal is 5 MHz. The
sampling time should be adjusted to ensure the num-
ber of the ultrasonic echoes is more than 5. In this
study, a sampling time of 20 µs is sufficient for the
samples. It should be noticed that varying sampling

time will lead to different signal acquisitions. For con-
sistent identification of a specific item, the sampling
time must remain consistent in all signal acquisitions.

The second step includes adjusting the gain based
on the amplitude feature of the specimen. Ultrasonic
wave signals in various materials are different. Adjust-
ing the gain settings according to the specific material
features is beneficial to improve identification accuracy.
The upper limit of the amplitude of the virtual proto-
type is 250 V, and it is important to avoid an ampli-
tude exceeding this limit during gain adjustment.

The third step involves signal acquisition. Making
sure a probe is placed in the same position each time
is important because signals vary in different probe’s
positions, even when they are from the same specimen.

Eventually, water is used as the coupling agent. It is
crucial to keep the bottom of the specimen dry because
ultrasonic waves pass through the coupling agent to
reach the bottom of the specimen, where they reflect
off the surface on which the specimen is placed.

The experimental specimens were four ceramic
disks made from the same material and having identi-
cal appearance, as shown in Fig. 1. The specimens were
labeled as 1–4. Specimen #1 was designated as the tar-
get specimen. Twenty sets of ultrasonic signals were
acquired for the target specimen (#1), while seven
sets were acquired for every specimen to be identified
(#1, #2, #3, and #4). These signals were processed to
obtain ultrasonic fingerprints. The time-domain signals
of the ceramic specimens are shown in Fig. 6. A com-
parison of the amplitudes of these time-domain signals
clearly shows that the ultrasonic signals of these spec-
imens varied significantly. Although the waveforms of
specimens #3 and #4 appear similar, the details dif-
fered enormously, which could be identified by ultra-
sonic fingerprints.

The ultrasonic fingerprints of the target specimen
(#1) are listed in Table 1. The ultrasonic fingerprints
to be identified of specimens #1 and #2 are listed in
Tables 2 and 3, respectively. For brevity, partial data
in Table 1 have been omitted. The ultrasonic finger-
prints for specimens #3 and #4 are not included in
this study as their results were similar to specimen #2
when compared with the target specimen (#1). The
results of the identification experiment for each speci-
men are given in Table 4.

The arithmetic mean F and standard deviation σ

of the target ultrasonic fingerprints are calculated from
Table 1. Subsequently, thresholds in the time and fre-
quency domains are obtained using Eq. (5). These
thresholds are given in Tables 2 and 3 to compare with
the ultrasonic fingerprints to be identified. Table 2 in-
dicates that six of the seven ultrasonic fingerprints to
be identified for specimen #1 fell below the thresholds
in both time and frequency domains. Only the third ul-
trasonic fingerprint could not be identified as the “same
item” because the ultrasonic fingerprint value in the
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[Fig. 6a-f.].
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Fig. 6. Time-domain signals and spectra of the specimens at the same position.

Table 1. Target ultrasonic fingerprints of specimen #1.

Domain
Number

1 2 3 4 5 ... 19 20

Time 4.0507 3.2753 3.8776 3.7949 4.3667 ... 4.4440 3.4480

Frequency 24.0818 20.5954 25.5155 25.2757 26.1027 ... 28.4524 23.4338

Table 2. Identification of specimen #1 by using ultrasonic fingerprints.

Domain
Number

Threshold
1 2 3 4 5 6 7

Time 4.0275 4.5044 6.1990 4.9447 5.0663 4.6045 4.8150 6.1483

Frequency 27.8061 26.4829 31.1543 26.9516 27.7434 28.6894 26.8546 36.6512

Table 3. Identification of specimen #2 by using ultrasonic fingerprints.

Domain
Number

Threshold
1 2 3 4 5 6 7

Time 18.4371 18.3059 18.1403 18.4292 18.5042 18.4900 18.4638 6.1483

Frequency 74.2805 72.5703 72.1178 71.8594 72.0542 73.1422 71.8704 36.6512

Table 4. Identification of each specimen by using ultrasonic fingerprints.

Identification specimen
#1 identifies #2 identifies #3 identifies #4 identifies

#1 #2 #3 #4 #1 #2 #3 #4 #1 #2 #3 #4 #1 #2 #3 #4

Same 6 0 0 0 0 6 0 0 0 0 7 0 0 0 0 6

Different 0 7 7 7 7 0 7 7 7 7 0 7 7 7 7 0
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frequency domain was lower than the threshold while
its time domain value was higher than the threshold.
Therefore, the result for the third ultrasonic fingerprint
was identified as “uncertain”. With 6 results indicating
“same item” and 0 indicating “different item”, the final

identification for specimen #1 was concluded as “same
item”.

Table 3 indicates that ultrasonic fingerprints to
be identified for specimen #2 are much higher than
both the time and frequency thresholds. Obviously,
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Fig. 7. Ultrasonic fingerprints of specimen #2.

all these seven ultrasonic fingerprints are identified as
“different items”. The relationship between ultrasonic
fingerprints and their respective thresholds is plotted
in Fig. 7. Furthermore, the ultrasonic fingerprints of
the four samples were treated as target ultrasonic fin-
gerprints in the proper sequence and then identified
with each other. As presented in Table 4, each ceramic
sample was accurately identified even when they were
mixed up.

4.4. Experiments on other specimens

In addition to the ceramic plate specimens, we
also performed experimental verification on three cera-
mic boxes, three ceramic sinks, and three round

a) b)

c)

Fig. 8. Additional ceramic samples: a) ceramic sinks; b) ceramic boxes; c) ceramic pots.

ceramic pots, as shown in Fig. 8. The sinks had
a length of 53 cm, a width of 38 cm, a depth of 53 cm,
and a thickness of 10 mm. The boxes had a length
of 53 mm, a width of 53 mm, and a bottom thickness of
5 mm. The pots had a diameter of 58 mm and a bot-
tom thickness of 3 mm.

The ceramic sinks were labeled as 5–7. Speci-
men #5 was designated as the target specimen. The
time-domain signals and spectra of the ceramic sinks
are shown in Fig. 9.

The ultrasonic fingerprints of the target speci-
men (#5) are listed in Table 5. The ultrasonic finger-
prints to be identified for specimens #5 and #6 are
listed in Tables 6 and 7, respectively. For brevity, par-
tial data in Table 5 have been omitted.
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Fig. 9. Time-domain signals and spectra of the ceramic sinks.

Table 5. Target ultrasonic fingerprints of specimen #5.

Domain
Number

1 2 3 4 5 ... 19 20

Time 4.9865 5.1862 5.0886 5.0006 4.9458 ... 6.5132 4.3933

Frequency 43.5764 50.5167 49.7735 50.7363 53.1878 ... 55.4088 51.8592

Table 6. Identification of specimen #5 by using ultrasonic fingerprints.

Domain
Number

Threshold
1 2 3 4 5 6 7

Time 3.0299 3.4455 4.2011 4.6057 2.7799 2.9915 3.5278 8.1088

Frequency 33.1390 34.4481 42.9251 54.3140 32.4684 33.4754 31.9689 58.9283

Table 7. Identification of specimen #6 by using ultrasonic fingerprints.

Domain
Number

Threshold
1 2 3 4 5 6 7

Time 22.7507 25.8529 26.6743 27.4999 28.6314 29.4339 29.7828 8.1088

Frequency 123.8227 128.1348 128.4216 129.5173 135.1324 126.7768 127.1504 58.9283

The ceramic boxes and pots were labeled as 8–10
and 11–13, respectively. The time domain signals and
spectra of the ceramic specimens are shown in Figs. 10
and 11.

The ultrasonic fingerprints for the target specimen
(#8) are listed in Table 8. The ultrasonic fingerprints
to be identified of specimens #8 and #9 are listed in
Tables 9 and 10, respectively.

Specimens #8 and #9 are accurately identified as
“same item” and “different item”, respectively, accord-
ing to the relationship between the ultrasonic finger-
prints and the threshold.

The ultrasonic fingerprints of the target specimen
(#11) are listed in Table 11. The ultrasonic finger-
prints to be identified of specimens #11 and #12 are
listed in Tables 12 and 13, respectively.

Each of the above ceramic specimens was identi-
fied correctly during the experiments. Partial ultra-
sonic fingerprint data have been omitted for brevity.
In addition, the ceramic samples were completely re-
placed with metal samples during the identification
experiments. The identification of metal specimens is
also accurate, which means the ultrasonic fingerprint-
ing can also be applied to metallic materials.
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Fig. 10. Time-domain signals and spectra of the ceramic boxes.
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Fig. 11. Time-domain signals and spectra of the ceramic pots.

Table 8. Target ultrasonic fingerprints of specimen #8.

Domain
Number

1 2 3 4 5 ... 19 20

Time 2.0344 1.1269 1.1505 2.1904 1.3621 ... 1.2235 1.1005

Frequency 24.1381 11.4562 11.7572 25.3966 12.2876 ... 13.9796 13.7000

Table 9. Identification of specimen #8 by using ultrasonic fingerprints.

Domain
Number

Threshold
1 2 3 4 5 6 7

Time 1.3398 1.2174 1.4260 1.5649 1.4916 1.3487 1.2371 2.7580

Frequency 17.2821 14.0739 15.7114 18.2949 14.5042 15.8238 17.0235 21.4454



Y. Liu et al. – An Algorithm for Ultrasonic Identification of Ceramic Materials. . . 623

Table 10. Identification of specimen #9 by using ultrasonic fingerprints.

Domain
Number

Threshold
1 2 3 4 5 6 7

Time 5.8814 6.2411 7.1876 7.5086 8.1488 7.5317 7.8776 2.7580

Frequency 60.7242 65.6821 74.9572 78.9511 84.5907 86.5673 88.2513 21.4454

Table 11. Target ultrasonic fingerprints of specimen #11.

Domain
Number

1 2 3 4 5 ... 19 20

Time 4.1651 3.2998 5.1291 3.2866 3.7905 ... 4.0025 4.2389

Frequency 47.9999 31.7008 48.6838 34.2596 38.4055 ... 39.5561 47.6875

Table 12. Identification of specimen #11 by using ultrasonic fingerprints.

Domain
Number

Threshold
1 2 3 4 5 6 7

Time 3.6012 3.5054 3.1888 3.1953 3.4661 3.3552 3.8833 6.0462

Frequency 31.2349 32.8217 30.9763 31.0628 31.9996 31.7118 39.2756 52.0035

Table 13. Identification of specimen #12 by using ultrasonic fingerprints.

Domain
Number

Threshold
1 2 3 4 5 6 7

Time 20.4706 22.0224 24.1944 24.6466 21.3210 23.9550 22.1081 6.0462

Frequency 130.9253 125.4786 128.0756 130.5101 116.5375 132.6178 132.0513 52.0035

5. Conclusions

In this study, the notion of ultrasonic fingerprints
was presented to identify and protect ceramics. An al-
gorithm to extract ultrasound signal features was de-
veloped as an identification program. The ultrasonic
flaw detection card and the computer were assembled
into a virtual prototype to integrate the ultrasonic fin-
gerprint acquisition system and the identification sys-
tem. Then, experiments were conducted to identify
a variety of ceramic specimens. The experimental re-
sults indicated that the ceramic specimens can be iden-
tified and distinguished accurately. The development
of the virtual prototype also provides a good founda-
tion for advancing the intelligence, automation, inte-
gration, and miniaturization of ultrasonic fingerprint
identification systems.
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1. Introduction

The frequency-dependent attenuation of sound in
fluids is of importance in many technical and medical
applications, especially in medical imaging and tissue
specification. It is well-known that the Newtonian at-
tenuation often does not match the experimental data
of attenuation in tissues (Parker, 1983; Duck et al.,
1998). There are variety of mechanisms of relaxation
leading to dispersion and attenuation of sound, such as
chemical reactions and vibrational relaxation of the
molecules. The comprehensive review concerning var-
ious mechanisms of absorption in gases can be found
in the book written by Pierce (1981).

The mechanisms of relaxation and absorption in
liquids in the context of wave dynamics, is still un-
resolved issue since the problem was first mentioned
(Liebermann, 1948). The composition of a liquid has
a key role in a variety of relaxation processes. Typi-
cally, several kinds of relaxation take place in a liq-
uid (Pierce, Mast, 2021). Sound absorption in the
sea water is dominated by chemical relaxations with
contribution of magnesium sulfate at high frequen-
cies of oscillations and boric acid at low frequencies
of oscillations. There is an intermediate-frequency re-
laxation due to magnesium and carbonic acid (Yea-
ger, Fisher, 1973; Mellen et al., 1979). A detail

description of wave processes in the sea water is of
importance in view of fishery, naval, and biological ap-
plications. The experimental studies of wave processes
in water, aqueous solutions and other liquids, includ-
ing electrolytes, confidently indicate the kinds of re-
laxation in a liquid and its composition. The disper-
sion which follows relaxation in fluids, makes the sound
speed and attenuation frequency-dependent. Theoreti-
cal foundations of spatially distributed relaxation pro-
cesses with the frequency power law attenuation have
been discussed recently by Pierce and Mast (2021).
Shear viscosity and thermal conduction also contribute
to the total attenuation.

Whereas, attenuation due to relaxation is the most
important case of attenuation in liquid tissues, the first
justified wave equation considering several relaxation
mechanisms, was published by Nachman et al. (1990).
It relies on absorption dominated by relaxation. Until
this, the studies have focused mostly on attenuation
in the presence of relaxation, but did not develop the
linear wave theory (all the more so the nonlinear wave
theory). Nachman et al. (1990) made use of a set of
classical dynamic equations supplemented by thermo-
dynamic and constitutive relations for an electrolyte
(Liebermann, 1949; Eigen, Tamm, 1962). This re-
quires involving into consideration quantities specify-
ing chemical relaxation and enlargement of number of

https://acoustics.ippt.pan.pl/index.php/aa/index
mailto:anna.perelomova@pg.edu.pl
https://creativecommons.org/licenses/by/4.0/
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equations and variety of modes in a flow. Nachman
et al. (1990) considered spatial inhomogeneities in ma-
terial compressibility, density, and parameters of relax-
ation and pointed the difference of relaxation processes
and wave features in liquids and gases. The different
kind of relaxation in liquids provides especial features
of nonlinear distortions of a waveform, nonlinear exci-
tation of the non-wave modes (that is, the entropy and
the vortex modes) by the intense wave perturbations
(Perelomova, 2015).

An exact solution to the dynamic nonlinear equa-
tion with frequency-dependent relaxation in the wide
range of wave frequencies is still unresolved issue
(Hamilton et al., 1998). As for dynamic equations
which describe secondary nonlinear effects induced by
sound in electrolytes, they have been derived in the
limiting cases of high and low frequencies of an ex-
citer. This concerns excitation of the relaxation mode
and acoustic streaming and heating, i.e., nonlinear ex-
citation of vorticity and entropy modes due to losses in
momentum and energy of the intense sound (Perelo-
mova, 2015). In general, the nonlinear effects of sound
in a relaxing fluid are poorly studied theoretically and
rely only on a few papers (Molevich, 2001; Perelo-
mova, Pelc-Garska, 2010). This theoretical study
considers the nonlinear effects of sound in liquid elec-
trolytes with relaxation due to chemical reactions in
all frequency regimes.

The mathematical concept of derivation of coupling
nonlinear equations for interacting modes is explained
and discussed in details by Leble and Perelomova
(2018). In essence, it is immediate projection of the ini-
tial equations onto dynamic equations governing differ-
ent modes. The first step is to determine modes as spe-
cific types of motion in a fluid. That allows to establish
projecting operators and to derive the leading-order
coupling equations governing every mode in a weakly
nonlinear flow. These equations take into account in-
teraction of modes. As usual, some wave modes are
considered as dominative and hence contribute pre-
dominantly to the “forces” in excitation of the secon-
dary modes. The method was proposed, tested and ap-
plied by the author in analysis of nonlinear phenom-
ena in fluids with the standard attenuation and differ-
ent mechanisms of relaxation (Leble, Perelomova,
2018). This method operates on instantaneous quanti-
ties, does not require averaging over the sound period
at any stage and is valid for both periodic and aperi-
odic sound. It allows to distribute the nonlinear terms
between dynamic equations for the individual modes
correctly. This study investigates weakly nonlinear dy-
namics of the secondary entropy and relaxation modes
in electrolyte with a chemical reaction in the total fre-
quency range of the acoustic exciting perturbations.
The peculiarity of this type of relaxation in compari-
son with relaxation in gases, is explained and discussed
in the Concluding Remarks. Relaxation of this kind

brings also unusual nonlinear relations between acous-
tic perturbations.

2. Weakly nonlinear dynamics of a flow

2.1. Starting points and basic equations

We start from consideration of governing equations
for a fluid flow with relaxation:

Dρ

Dt
+ ρ (∇ ⋅ v) = 0, (1)

(conservation of mass; ρ and v are density and particle
velocity, and D

Dt
designates the total time derivative

operator),

ρ
Dv

Dt
= −∇p, (2)

(conservation of momentum; p is the total pressure),
and the energy balance equation. The Gibbs relation
for the rate of variation of entropy s is as follows:

T
Ds

Dt
= Du

Dt
−

p

ρ2
Dρ

Dt
+∑

l

Al

Dnl

Dt
, (3)

where u is the internal energy per unit mass, Al are
affinities, and n designates the number of molecules of
species l per unit mass (Liebermann, 1949; Eigen,
Tamm, 1962). The entropy is a sum of an equilibrium
part se and of an irreversible part (Eigen, Tamm,
1962; Nachman et al., 1990; Pierce, 2021):

s(p, ρ, n) = se(p, ρ) + Cp

βT
∑
l

κl∆ξl, (4)

where

∆ξl = n − ne
l (p, T )

∂ne
l (p, T )/∂p ,

κl designates the contribution of the dissolved mole-
cules of species l to the isothermal compressibility
(reciprocal of the bulk modulus), and the appropri-
ate thermodynamic coefficients (the heat capacity un-
der constant pressure and the volumetric coefficient of
thermal expansion) are determined as

Cp = T0 (∂se
∂T
)
p

, β = − 1

ρ0
( ∂ρ
∂T
)
p

,

where T0 and ρ0 denote temperature and density of
a medium in equilibrium. Finally, the entropy bal-
ance equation takes the leading-order form as follows
(Nachman et al., 1990):

Dp

Dt
−c2

Dρ

Dt
−

B

2ρ20

Dρ2

Dt
+ρc2∑

l

κl

D∆ξl

Dt
= ∑

l

κlβc
2

τlCp

∆ξ2l ,

(5)

where c is the equilibrium speed of infinitely-small
magnitude sound, τl is the relaxation time for the pro-
cess in species l and B is determined by an equality
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(Rudenko, Soluyan, 1977; Makarov, Ochmann,
1996):

(∂2p

∂ρ2
)
se

= B

ρ20
.

Our primary objective is to derive dynamic equations
valid at order M2, where the Mach number M is a ra-
tio of magnitude of a fluid velocity to the sound speed.
The Mach number measures degree of nonlinearity of
a flow. A linear flow corresponds to the infinitely small
Mach number. Assuming constant equilibrium quanti-
ties ρ0 and p0, and a lack of the bulk flow and a planar
geometry of a flow, we arrive to the system (Perelo-
mova, 2015):

∂v

∂t
+

1

ρ0

∂p′

∂x
= −v ∂v

∂x
+
ρ′

ρ20

∂p′

∂x
,

∂p′

∂t
+ ρ0c

2 ∂v

∂x
+ ρ0c

2∑
l

κl

∂

∂t
∆ξl = −v ∂p′

∂x

−
c2ρ0 +B

ρ0
ρ′
∂v

∂x
+
βc2

Cp
∑
l

κl

τl
∆ξ2l

(6)

−ρ′c2∑
l

κl

∂

∂t
∆ξl − ρ0c

2v
∂

∂x
∑
l

κl∆ξl,

∂ρ′

∂t
+ ρ0

∂v

∂x
= −ρ′ ∂v

∂x
− v

∂ρ′

∂x
,

∂∆ξl

∂t
+
∆ξl

τl
+
∂p′

∂t
= −v ∂p′

∂x
− v

∂

∂x
∆ξl.

The linear version of this system was derived by Nach-
man et al. (1990).

2.2. Dispersion relations and modes of a linear flow

Studies of motions of infinitely-small magnitudes
begin usually by representing all perturbations as
a sum of planar waves:

f ′(x, t) = ∫ f̃(k) exp(iω(k)t − ikx)dk,
where k is the wave vector, f̃(k) exp(iω(k)t) denotes
the Fourier transform of f ′(x, t), f̃(k, t) = 1

2π ∫ f(x, t)
eikx dx. The number of dispersion relations, i.e., num-
ber of modes, coincides with the number of initial
equations in partial derivatives which include the first
derivative with respect to time. Only one relaxation
process is considered for simplicity. There are two
sound modes (i = 1 and i = 2), one entropy mode (i = 3)
and one relaxation mode (i = 4). The dispersion rela-
tions ωi (i = 1, ...,4) take the leading-order forms:

ω1,2 = ± ck + i c4k2ρ0τ

2(1 ± ickτ)κ, ω3 = 0,
ω4 = i

τ
(1 + κc2ρ0

1 + c2k2τ2
).

(7)

We consider weakly dispersive flows which are charac-
terized by a small dimensionless parameter responsible
for relaxation:

α = κc2ρ0 ≪ 1.

All formulae are derived with an accuracy up to α1.
It is convenient to express all Fourier transforms in
terms of the Fourier transform of excess density ρ̃ for
the first three modes:

ṽi = ωiρ̃i

kρ0
,

p̃i = ω2
i ρ̃i

k2
,

∆̃ξi = −i ω3
i ρ̃i

k2(iωi + 1/τ) , (i = 1,2,3),
(8)

and to make use of ∆̃ξ4 as the reference variable for
the relaxation mode:

ρ̃4 = k2(i − τω4)
τω3

4

∆̃ξ4,

p̃4 = i − τω4

τω4

∆̃ξ4,

ṽ4 = k(i − τω4)
τρ0ω

2
4

∆̃ξ4.

(9)

In particular, the leading-order links for the Fourier
transforms of perturbations in the first sound mode,
the entropy mode and the relaxation mode are as fol-
lows:

p̃1 = c2ρ̃1 + iαc3kτ

1 + ickτ
ρ̃1,

ṽ1 = c

ρ0
(1 + iαckτ

2(1 + ickτ)) ρ̃1,

∆̃ξ1 = − ic3kτ

1 + ickτ
(1 + α(3ickτ − 2c2k2τ2)

2(1 + ickτ)2 ) ρ̃1,
p̃3 = 0, ṽ3 = 0, ∆̃ξ3 = 0,

ρ̃4 = αk2τ2

1 + c2k2τ2
∆̃ξ4,

p̃4 = − α

1 + c2k2τ2
∆̃ξ4,

ṽ4 = iαkτ(1 + c2k2τ2)ρ0 ∆̃ξ4.

(10)
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Equations (10) determine relations of perturbations
in x space at any moment t unequivocally. The to-
tal small-magnitude perturbations and their Fourier
transforms are the sums of all specific ones:

ṽ =
4∑

i=1

ṽi, p̃ =
4∑

i=1

p̃i,

ρ̃ =
4∑

i=1

ρ̃i, ∆̃ξ =
4∑

i=1

∆̃ξi.

(11)

An equation governing excess density in an acoustic
planar wave which propagates in the positive direction
of the axis OX, ρ1(x, t), may be reconstructed by the
use of ω1 (Eq. (7)):

∂ρ1

∂t
+ c

∂ρ1

∂x
−
αc

2

∞

∫
x

exp(x − x′
cτ
) ∂2ρ1

∂x′2
dx′ = 0. (12)

The linear equation specifying perturbations in the re-
laxation mode, takes the form

∂∆ξ4
∂t
+
∆ξ4
τ
+

α

2cτ2

∞

∫
−∞

exp(− ∣x − x′∣
cτ

)∆ξ4(x′, t)dx′=0.
(13)

In derivation of Eqs. (12) and (13), we make use of
conformity of operators in k and x spaces:

−ik⇔
∂

∂x
,

1

1 + ickτ
⇔

1

cτ

∞

∫
x

dx′ exp(x − x′
cτ
),

1

1 − ickτ
⇔

1

cτ

x

∫
−∞

dx′ exp(−x − x′
cτ
),

1

1 + c2k2τ2
⇔

1

2cτ

∞

∫
−∞

dx′ exp(− ∣x − x′∣
cτ

).

(14)

The approximate solutions to an equation similar to
Eq. (12) are discussed by Hamilton et al. (1998).
Apart from the dispersion relations and links speci-
fying every mode, we are able to evaluate operators
which distinguish the specific perturbation from the
vector of total disturbances in a linear flow. Solving
algebraic equations:

P̃1(ṽ p̃ ρ̃ ∆̃ξ)T = ρ̃1,
P̃3(ṽ p̃ ρ̃ ∆̃ξ)T = ρ̃3,
P̃4(ṽ p̃ ρ̃ ∆̃ξ)T = ∆̃ξ4,

one arrives at operator rows which distinguish every
specific Fourier transform of excess quantities for these
three modes:

P̃1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρ0

2c
+

αck2τ2ρ0

4(1 + ickτ)2
1

2c2
−
iαkτ(1 + 2ickτ)
4c(1 + ickτ)2

0

α

2c2(1 + ick)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

T

,

P̃3 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0

−
1

c2

1

−
α

c2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

T

,

P̃4 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ic2kρ0τ

1 + c2k2τ2
+

4iαc4k3ρ0τ
3

(1 + c2k2τ2)3
c2k2τ2

1 + c2k2τ2
+
αc2k2τ2(3c2k2τ2 − 1)(1 + c2k2τ2)3

0

1 +
2αc2k2τ2(1 + c2k2τ2)2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

T

.

(15)

They are evaluated with accuracy up to terms pro-
portional to α0 and α1 but without any restrictions
concerning spatial spectrum of perturbations. The ele-
ments of P̃3 and P̃4 determine some integro-differential
spatial operators P3 and P4 in the x space accordingly
to Eq. (14). When P3, P4 apply at the system of con-
servation Eq. (6), they distinguish equations for the
excess specific densities of the entropy and relaxation
modes, respectively.

2.3. Nonlinear dynamics of sound

Equation (12) may be expanded by inclusion of the
nonlinear term. For this purpose, it is sufficient to ap-
ply P1 on the system Eq. (6) with the leading-order
result:

∂ρ1

∂t
+ c

∂ρ1

∂x
−
αc

2

∞

∫
x

exp(x − x′
cτ
) ∂2ρ1

∂x′2
dx′

+
εc

ρ0
ρ1

∂ρ1

∂x
= 0. (16)

The nonlinear distortion of a wave is conditioned by
the positive parameter of nonlinearity ε:

ε = B

2c2ρ0
+ 1.

Links (Eq. (10)) specifying acoustic perturbations,
may be corrected by involving nonlinear terms. As for
links connecting p1, v1 and ρ1, they are as follows:
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p1 = c2ρ1 − c2α
∞

∫
x

exp(x − x′
cτ
) ∂ρ1
∂x′

dx′ +
B

2ρ20
ρ21,

v1 = c

ρ0
ρ1 + c

2

∞

∫
x

exp(x − x′
cτ
) ∂ρ1
∂x′

dx′ +
B − 2c2ρ0

4cρ30
ρ21.

(17)

The nonlinear correction to ξ1 may be readily derived
in two limiting cases:

low-frequency: ∆ξ1 = c3τ ∂ρ1
∂x
+
Bcτ

2ρ20
ρ1

∂ρ1

∂x
, (18)

high-frequency: ∆ξ1 = −c2ρ1. (19)

Hence, nonlinearity introduces nothing in “high-
frequency” links (if cτ ∣∂ρ1

∂x
∣ ≫ ∣ρ1∣), but contributes in

the “low-frequency” ones (if cτ ∣∂ρ1

∂x
∣ ≪ ∣ρ1∣). The non-

linear correction is unusual. The links which determine
v1 and p1 are proportional to ρ21 in the Riemann wave.

3. Acoustic heating

We consider the dominant first acoustic mode as an
exciter of secondary pertubations. The perturbations
specifying all other modes are considered as negligibly
small at the beginning of evolution. The leading-order
linear links for the perturbations in this mode take the
forms (Eqs. (10) and (14)):

p1 = c2ρ1 − αc2
∞

∫
x

exp(x − x′
cτ
) ∂ρ1
∂x′

dx′,

v1 = c

ρ0
ρ1 −

αc

2ρ0

∞

∫
x

exp(x − x′
cτ
) ∂ρ1
∂x′

dx′,

∆ξ1 = c2
∞

∫
x

exp(x − x′
cτ
) ∂ρ1
∂x′

dx′.

(20)

They make possible to express an acoustic source in
terms of perturbation of density attributable to the
acoustic mode. Application of P3 (Eq. (15)) at the sys-
tem Eq. (6) reduces all acoustic and relaxation terms
in the left-hand linear side and yields the leading-order
equation which governs acoustic heating:

∂ρ3

∂t
= − α

2cCpρ
2
0τ

⎛⎝2βc3ρ0 ⎛⎝
∞

∫
x

e
x−x′

cτ
∂ρ1(x′, t)

∂x′
dx′
⎞⎠
2

+2cCpρ0ρ1

∞

∫
x

e
x−x′

cτ
∂ρ1(x′, t)

∂x′
dx′

+Cpτρ1
⎛⎝Bcτ

∞

∫
x

e
x−x′

cτ
∂ρ1(x′, t)

∂x′
dx′

− (B + 2c2ρ0)∂ρ1(x′, t)
∂x

)⎞⎠ = Qa,e. (21)

The leading-order low- and high- frequency limits of
Qa,e have been preliminarily considered by Perelo-
mova (2015). They are the limiting cases of Eq. (21)
if cτ ∣∂ρ1

∂x
∣≪ ∣ρ1∣, cτ ∣∂ρ1

∂x
∣≫ ∣ρ1∣, respectively:

low-frequency:

Qa,e = − ατ

2Cpρ
2
0

(2βc4ρ0 (∂ρ1
∂x
)2 +BCpρ1

∂2ρ1

∂x2
) ,

high-frequency:

Qa,e = − α

2c2τ3Cpρ
2
0

(2βc2ρ0 (∫ ρ1(x, t)dx)2
+ 2c(2βc2 −Cp)ρ0τ (∫ ρ1(x, t)dx)ρ1
− τ2ρ1((BCp − 2βc

4ρ0 + 2c
2Cpρ0)ρ1

+cCp(B + 2c2ρ0)τ ∂ρ1
∂x
)) .

Equation (21) may be solved by the integration of Qa,e

over time.

3.1. Nearly harmonic exciter

The most interesting case is the median domain of
frequencies. Let the exciting perturbation in density
takes the form

ρ1 = Mρ0 exp(− αc2k2τ

1 + c2k2τ2
t) sin

⋅(kx − ck(1 + (1 + 0.5α)c2k2τ2)
1 + c2k2τ2

t), (22)

where M is the Mach number, and ck(1+(1+0.5α)c2k2τ2)
1+c2k2τ2

is the quasi-frequency of an exciter. The amplitude
of excess density decreases with time. The leading-
order acoustic source averaged over period equals

⟨Qa,e⟩ = exp(− αc2k2τ

1 + c2k2τ2
t)

⋅
αM2k2τ(BCp + 2c

2(Cp − βc
2)ρ0)

4Cp(1 + c2k2τ2) . (23)

High-frequency limit ckτ ≫ 1 results in

⟨Qa,e⟩ = exp(−αt
τ
) αM2(BCp − 2c

2Cpρ0 − 2c
4βρ0)

4c2Cpτ
.

(24)

This leads to uniform generation of perturbation of
density which starts at t = 0 (ρ3(0) = 0):
ρ3 = (1 − exp(−αt

τ
))M2(BCp − 2c

2Cpρ0 − 2c
4βρ0)

4c2Cp

.

(25)
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The maximum absolute value of excess density which
may be achieved in the course of acoustic heating, does
not depend on α and τ (these parameters determine
the rate of exciting of the entropy mode).

4. Excitation of the relaxation mode.

Case of harmonic exciter

Recalling relations (Eq. (10)) and applying P4 at
Eq. (6), one arrives at the leading-order dynamic equa-
tion for the perturbations in the relaxation mode:

∂∆ξ4

∂t
+
1

τ
∆ξ4 +

α

cτ2

∞

∫
−∞

exp(− ∣x − x′∣
cτ

)
⋅∆ξ4(x′, t)dx′ = Qa,r. (26)

In view of the complex form of operators in P4 cor-
responding to P̃4 (Eq. (15)), we use the solution of
the equation without account of dispersion and non-
linearity,

ρ1 =Mρ0 sin(Ω(t − x/c)). (27)

The averaged form of Qa,r in the case of the harmonic
exciter is as follows:

⟨Qa,r⟩ = αΩ2M2

64Cpτ(1 +Ω2τ2)3 (8BCp(1 +Ω2τ2)2
+ c2ρ0(Cp(16 + 93Ω2τ2 + 46Ω4τ4 + 9Ω6τ6))
−18β(1 +Ω2τ2)2c2).

The limiting forms of coupling equations are

low-frequency:

∂∆ξ4

∂t
+
1 + α

τ
∆ξ4 = αM2Ω2τ

8Cp

⋅ (BCp + 2c
2(Cpρ0 − βc

2)ρ0), (28)

high-frequency:

∂∆ξ4

∂t
+
1

τ
∆ξ4 = 9

64
αM2ρ0c

2Ω2τ. (29)

The efficiency of low-frequency harmonic excitation is
fairly low. As for the high-frequency excitation, the
absolute value of an acoustic force does not tend to
any finite limit but enlarges with frequency of an ex-
citer as Ω2 in contrast to an acoustic source of the
entropy mode. Equations (28) and (29) may be readily
solved by direct integration over time making the use
of the substitutions ∆ξ4 = f(x, t) exp(−t(1+α)/τ) and
∆ξ4 = f(x, t) exp(−t/τ), respectively. There is non-zero
variation in temperature which associates with the re-
laxation mode:

T4 = γ

β
p4 −

1

ρ0β
ρ4,

where

γ = 1

ρ0
(∂ρ
∂p
)
T

designates the isothermal compressibility. These varia-
tions are of the order α2M2 in all ranges of frequencies.
They are much smaller than in the entropy mode (the
latter are of the order αM2).

5. Concluding remarks

In this study, we consider weakly nonlinear effects
of sound in an electrolyte. The total range of sound
frequencies is considered. Nonlinearity of a flow and
relaxation of thermodynamic processes are necessary
conditions for interaction of modes and excitation of
the secondary entropy and relaxation modes in the
field of intense sound. The instantaneous equations
which govern excitation of the relaxation and entropy
modes in the field of intense sound wave, are derived
(Eqs. (21), (26)). Thermodynamic parameters of the
nonlinear phenomena slowly vary with time since they
do not represent the wave processes. They are read-
ily measured and may be useful in indication of re-
laxation processes in liquids. Theoretical conclusions
may be employed in modeling of nonlinear scattering
in applications such as image reconstruction in a liq-
uid. The theory is of interest from the standpoint of
understanding wave processes in the sea and in bio-
logical systems, and as a tool in studies of colloidal
systems. In addition, studies of sound absorption in
various fluids such as distilled water and electrolytic
solutions, are of crucial importance in the understand-
ing of their molecular structure. The nonlinear phe-
nomena indicate the kind of relaxation in a fluid, its
equilibrium thermodynamic properties and frequency
of exciting wave perturbations. The mechanic viscosity
and heat conduction are not considered in this study.
In gases, these effects are well-studied (Rudenko,
Soluyan, 1977; Makarov, Ochmann, 1996), and
they are small compared to relaxation effects in liquids
and biological tissues (Mandelshtam, Leontowich,
1937; Hertzfeld, Litowitz, 1959; Nyborg, 1978).

There is an apparent difference of the consid-
ered case of relaxation in liquids and relaxation due
to other processes of deviation from the thermody-
namic equilibrium in gases, such as excitation of vi-
brational degrees of a molecule’s freedom or exother-
mic chemical reactions. That concerns dispersion re-
lations specifying wave and non-wave modes and, as
a result, linear dynamic equations describing pertur-
bations in these modes. The links of specific perturba-
tions in wave and non-wave mode are also different.
This has been indicated by Perelomova (2015). In
particular, the dispersion relation for the relaxation
mode in a gas flow with vibrational relaxation looks
different as compared with ω4,V from Eq. (7) (τV is
the characteristic time of vibrational relaxation, and
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T0 designates the equilibrium temperature of a gas)
(Perelomova, 2010):

ω4,V = i

τV
+
i(γ − 1)(γ + c2k2τ2V )T0Cv

c2τV (1 + c2k2τ2V ) .

It describes different behavior especially at intermedi-
ate characteristic frequencies of exciting perturbations.
The relaxation mode is isobaric in the case of relax-
ation processes in gases. An excess pressure in the re-
laxation mode in electrolytes is not zero and relates to
excess density in the following manner

ρ4 = τ2 ∂
2p4

∂x2
.

Also, the dispersion relations for the high-frequency
sound in a liquid which readily follow from Eq. (7):

ω1,2 = ±(ck + 0.5κc3kρ0),
fundamentally differ from that in a gas with vibrational
relaxation (Osipov, Uvarov, 1992; Molevich, 2001):

ω1,2 = ±ck + 0.5i(γ − 1)2CvT0/(τV c2).
There is an attenuation independent of frequency in
the case of vibrational relaxation, while there is only
pure dispersion without attenuation in the case of re-
laxation in electrolytes. The Newtonian attenuation is
proportional to k2. The links between acoustic pressure
and excess density also look different. In particular:

p1 = c2ρ1 − αc2
∞

∫
x

e
x−x′

cτ
∂ρ1(x′, t)

∂x′
dx′

in the case of relaxation in electrolytes, and

p1 = c2ρ1 − θc

τ

∞

∫
x

e
x−x′

cτ ρ1(x′, t)dx′
in the case of vibrational relaxation in gases, where θ

is a dimensionless parameter reflecting vibrational re-
laxation in gases in view of inflow of energy (may be
negative) (Perelomova, 2019). The similar link specifies
a gas flow with a chemical reaction (Leble, Perelo-
mova, 2018). The different behavior conditions dif-
firent hysteresis acoustic curves (Perelomova, 2013).
The nonlinear effects of sound also look different in
gases and liquids. The leading-order acoustic force is
proportional to the squared Mach number M2 and α,
and is frequency-dependent. The high-frequency sound
is effective in excitation of the secondary perturba-
tions in presence of all kinds of relaxation, but the
low-frequency exciters are not effective (Perelomova
2010; 2019).

The nonlinear links of specific acoustic variables
attract special attention. We face with the unusual

relations (Eq. (18)) for low-frequency sound pertur-
bations with a nonlinear term proportional to ρ1

∂ρ1

∂x
,

not ρ21 which is specific for the flows over uniform fluids
(Rudenko, Splyan, 1977). Hence, nonlinear links re-
veal the frequency-dependent character and may indi-
cate sound frequency, characteristic time of relaxation
and equilibrium parameters of an electrolyte.

References

1. Duck F.A., Baker A.C., Starritt H.C. (1998), Ul-
trasound in Medicine, Institute of Physics Publishing,
Bristol, Philadeplhia.

2. Eigen M., Tamm K. (1962), Sound absorption in elec-
trolyte solutions as a sequence of chemical reactions,
Zeitschrift fuer Elektrochemie, 66(2): 93–121.

3. Eigen M., De Mayer L. (1963), Relaxation meth-
ods, [in:] Techniques of Organic Chemistry, Freiss S.L.,
Lewis E.S., Weissberger A. [Eds.] Interscience Publish-
ers, New York.

4. Hamilton M., Il’inskii Yu., Zabolotskaya E.
(1998), Dispersion, [in:] Nonlinear Acoustics, Hamil-
ton M., Blackstock D. [Eds.], Academic Press.

5. Hertzfeld K.F., Litowitz T.A. (1959), Absorption
and Dispersion of Ultrasonic Waves, Academic Press,
New York.

6. Leble S., Perelomova A. (2018), The Dynamical
Projectors Method: Hydro and Electrodynamics, CRC
Press.

7. Liebermann L.N. (1948), The origin of sound ab-
sorption in water and in sea water, The Journal of
the Acoustical Society of America, 20(6): 868–873, doi:
10.1121/1.1906450.

8. Liebermann L.N. (1949), Sound propagation in chem-
ically active media, Physical Review, 76(10): 1520, doi:
10.1103/PhysRev.76.1520.

9. Makarov S., Ochmann M. (1996), Nonlinear and
thermoviscous phenomena in acoustics, Part I, Acus-
tica, 82(4): 579–606.

10. Mandelshtam L.I., Leontowich M.A. (1937), To the
theory of sound absorption in liquids, Zhurnal Éksper-
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