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In Memoriam

Professor Zbigniew Witold ENGEL

1933 – 2013

Professor Zbigniew Witold Engel in his element.

When we look at the history of AGH – Univer-
sity of Science and Technology, recognized as one of
the best universities in the country, we find that for
that success many people worked for several dozen
years. However, the subjects, the methodology and di-
rections of their work were shaped by units – outstand-
ing personalities of science. Just to mention, among
others Professors Stanisław Zuber, Władysław Tak-
liński, Witold Budryk, Maksymilian Tytus Huber and
Władysław Bogusz. These people have shaped our in-
stitution, marked its new path of development and per-
manent place in the history of Polish and world science.
To belong to such a group is a great ennoblement, for
which one works out for his entire life. Undoubtedly,

such personality was also Professor Zbigniew Witold
Engel, to whom we said goodbye on November, 6th,
2013, in the St. Clement’s church in Wieliczka.
Professor was born on April 1, 1933, in Zawady

near Zhovkva in the province of Lviv. After gradu-
ating from Jan Matejko Middle and High School in
Wieliczka in 1950 earned a matriculation certificate.
Then he began his studies at the Department of Com-
munications of Polytechnic Departments of Academy
of Mining and Metallurgy and involved with our uni-
versity for the next 63 years. October 1, 1952 the De-
partment of Mechanics of the University of Mining and
Metallurgy was created, and soon after began profes-
sor’s adventure that was the work of science, education
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and organization. The history and fate of our univer-
sity are inextricably linked with the person of professor
who practically since the very beginning of the Faculty
supported it in all areas of its activities, and has always
actively participated in academic life.

Scientific career

When in 1955 he graduated with the degree of Mas-
ter of Engineering he already was employed for two
years as a deputy assistant at the Department of Ap-
plied Mechanics. He defended his dissertation “Analy-
sis and synthesis of planar mechanisms, especially the
crank-slider” in 1962, and then in 1966 he obtained
his PhD with a thesis “Some aspects of vibration tech-
nology”. He earned the degree of associate professor
in 1973, and in 1978 the title of professor. Area of
scientific interests of Professor Zbigniew Engel covered
a very broad spectrum of issues: from analysis and syn-
thesis of mechanisms, dynamics of machinery, selected
topics of linear and non-linear mechanical vibrations,
elements of vibration technology, environmental acous-
tics, control of noise and vibration, methods of ac-
tive noise and vibration reduction, methods of research
on vibroacoustical processes, reciprocity and inversion
methods.
The result of these extensive interests were more

than 580 publications, 15 patents and countless works,
studies, expert opinions made for the industry.
Another effect of this activity was the recognition

received by professor in the scientific community, re-
flected in a number of memberships granted to him in
many prestigious organizations such as the Academy
of Engineering in Poland, New York Academy of Sci-
ences, St. Petersburg Academy of Sciences, Academie
Europeenne des Sciences, des Arts et des Lettres, Insti-
tute of Noise Control Engineering, USA, Polish Soci-
ety of Theoretical and Applied Mechanics, Polish So-
ciety of Technical Diagnostics, Deutsche Gesellschaft
für Akustik, Gesellschaft für Angewandte Mathematik
und Mechanik, Polish Acoustical Society, Noise Con-
trol League, East-European Acoustical Society of St.
Petersburg, and the Union of Scientists and Engineers
in Moscow. He was a chairman of the Committee on
Acoustics of the Polish Academy of Sciences, Vice-
President of the Central Council and Higher Educa-
tion. During many years he was a Chairman of the
Commission of Applied Mechanics of Krakow Depart-
ment of Polish Academy of Sciences.
He also received the dignity of Honorary Professor

of Warsaw University of Technology and for his excep-
tional achievements in and outstanding contribution
to education of young researchers Professor Zbigniew
Engel was honored by the University Senates of: AGH
University of Science and Technology, Krakow Univer-
sity of Technology and the University of Kielce with
the title of Honorary Doctors Causa of the University.

Also worth mentioning is his great contribution in the
work related to the technological project of laboratory
rooms at the Kielce University of Technology.
But undoubtedly the greatest success of professor is

related to vibroacoustics, that he himself defined as a
new discipline of science, and his achievements in this
area are impressive. It is the result of his work and
initiative that caused the consolidation of the theory
of mechanical vibrations with the mechanics of acous-
tic phenomena in one coupled mechanical-acoustical
model. Professor Engel has defined the frame, the ba-
sic goals and tasks of vibroacoustics.

Organizational and teaching abilities

As a demanding teacher he stimulated his col-
leagues – doctors, assistants, professors. The showed
at the office promptly at 7, where every day he set
an example to other employees with his diligence and
thoroughness. In this way, without any discipline and
rigor he set us a high standard. He supervised more
than 200 theses in both engineering and masters. He
has supervised 38 PhDs and reviewed more than 100
doctoral dissertations and over 50 habilitation disser-
tations. Has also written dozens of professors’ reviews.
Through the years, we appreciate his uncommon abil-
ity to organize the environment around the current
theme. He also cared for effective spreading of ideas.
As a result, we can now say that he created his own
Scientific School.
Taking into account the achievements of professor

one can say that he pointed us the subject to work
on and organized place for its implementation, since
it is thanks to his efforts, that the building of the In-
stitute of Mechanics and Vibroacoustics emerged, and
now students affectionately call it a “Chocolate”.

Incorporation of the foundation stone for the building
of the Institute of Mechanics and Vibroacoustics.

In that way, Professor Engel entered forever not
only in the history but also in the landscape of our
university. The history of the design and construction
of the “Chocolate” is a record of great determination
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Near Danish pavilion at the fair in Poznan
in June 1975.

and strive of professor. Given the times, social rela-
tions and a number of objective difficulties involved
(access to materials, formal difficulties, location etc.)
that the actions of the professor managed to overcome
it can be said that the building that, at that time,
housed the global unique laboratories in the form of
anechoic chamber and reverberation chamber is “his
baby”. Thanks to the efforts of Professors Engel and
Bogusz it was possible visit the plants of Sulzer in Win-
terthur, Switzerland, where it was possible to become
acquainted with the technical documentation and work
of similar laboratories.
Moreover, cooperation with foreign countries is an-

other rich chapter in the biography of Professor En-
gel, who has always very actively collaborated with
institutions and research organizations from around
the world, including: Purdue University (USA), MIT
(USA), University of Philadelphia (USA), Techni-
cal Universities in Vienna, Bratislava, Copenhagen,
Tokyo, Kiev, Institute of Materials and Machine Me-
chanics of the Slovak Academy of Sciences, Polytechnic
Institute of St. Petersburg, the Institute of Mechanical
Engineering of Russian Academy of Sciences, Techni-
cal University of Lviv. Professor Zbigniew Engel was a
member of many scientific committees of conferences
and congresses, among others: Miami, Edinburgh, Mu-
nich, Beijing, Avignon, Newport Beach, Toronto, The
Hague, Budapest, Seoul, Prague, Rio de Janeiro. He
chaired the Scientific Committee of the Conference
“Noise and Vibration in Transportation” in St. Pe-
tersburg. For his work in the international arena he
has been awarded with, among others: Gold Medal of
the Krizik’s Czechoslovak Academy of Science, Hun-

garian Medal “Pro Silentia”. The professor was also
the main initiator and organizer of the International
Conference on Noise Control “NOISE CONTROL”.
Another beautiful page in the professional curricu-

lum vitae of professor is his almost fifty years of collab-
oration with the Central Institute for Labour Protec-
tion – National Research Institute. For over 40 years
he was a member of the Scientific Council of the Insti-
tute, and for the last 15 years its president. Virtually he
created from scratch the Department of Vibroacoustic
Hazards, engaging and mobilizing to work fine profes-
sionals from across the Poland. Thanks to him an inde-
pendent and considerate scientific and research center
was established.

Wide range of interests

Professor Engel was without a doubt an outstand-
ing mechanic, but he was also a great humanist of
wide range of non-technical interests. He was passion-
ate about history of art, and the combination of these
passions has resulted in the book “Acoustics of sacred
objects”.
He was also fascinated by the history of science

and the history of our university. Richly documented
memories and reflections of the Faculty of Mechani-
cal Engineering and Robotics he described in the book
“Sixty years have passed...” and the book, published
in 2008, “Department of Mechanics and Vibroacous-
tics AGH University tradition – history – activity” is
a record of the history of the Department, which he
has co-founded. He was the author of numerous sci-
entific publications presenting profiles of outstanding
Polish scientists (among others: co-author of the book
“Maksymilian Tytus Huber: biography and reprints of
scientific works”).

Citizen and charity work

Despite his commitment to the scientific and aca-
demic professor was able to save more time for social
activities. Such activities may include active partici-
pation in local community life. He was a member of
the Club of Friends of Wieliczka, and willingly par-
ticipated in various initiatives of the organization. In
recent years (since 2011) he engaged himself in the
work of the University of the Third Age that was cre-
ated in Wieliczka, where he served as Chairman of the
Program Council.
He was never indifferent to local issues and with

a sense of satisfaction he involved in the social life of
his nearest area, and thus tried to contribute to its
development.
Professor Zbigniew Engel was the initiator and one

of the founders of Engel Family Foundation, which,
among others, grants the awards named after Professor
Zbigniew Engel for best scientific work that includes
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doctoral dissertations, habilitation dissertation, mono-
graph or a series of articles. The awards are granted to
young scientific-didactic workers of AGH University of
Science and Technology, Krakow University of Tech-
nology and Kielce University of Technology.
For his activities professor was granted numer-

ous awards and designations: Golden Cross of Merit,
Knight’s Cross of the Order of Polonia Restituta and
Officer’s Cross of the Order of Polonia Restituta, Com-
mander’s Cross of the Order of Polonia Restituta,
Medal of the National Education Commission. He was
also the winner of many awards, including: Award of
the Minister of Higher Education, Ministry of National
Education, the Ministry of Construction and Awards
of Royal Capital City of Krakow in the field of science
and technology.

Family and friends

Professor Engel was a great man of family. His wife
and children have always been the center of his world,
in them he had his support and refuge. With

Professor with his wife Maria.

his wife Maria, whom their friends called the Masia,
were an inseparable pair. They were married for 57
years and all these years Masia together with profes-
sor participated in countless conferences and business
trips.
In recent years, during the fight with the Profes-

sor’s disease, she was a source of support and strength
for him. Like the sons Jacek and Zbigniew Junior, who
were always his joy and pride. They both have achieved
great professional success and started their families,
bringing another inexhaustible source of joy for pro-
fessor – four grandchildren.

Professor with his family.

His love and care for home and family were excep-
tional. It is significant also that the activity, which he
was very fond of and which relaxed him most was the
gardening.
Professor was a wonderful, kind friend, he was very

sociable. His house was always open, and friendships
lasted for long years. He and his wife were the organiz-
ers and hosts of regular meetings with colleagues from
professor’s Middle School.
The professor was a multi-dimensional man, man-

institution. All of us who knew him, were impressed by
his steadfastness, diligence, strength and almost leg-
endary perseverance. Especially in recent years, when
with the incredible fortitude he fought with severe dis-
ease. He still worked, wrote, participated in confer-
ences. He never gave up.
It is said that there are no irreplaceable people.

Professor Zbigniew Engel is proof that’s not true. He
was a person of such outstanding achievements in so
many fields, with such a rich scientific legacy and social
impact so huge that no one can take his place.

Kraków, 20.11.2013

Jan Adamczyk

Wojciech Batko
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Speech Emotion Recognition under White Noise
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Speaker‘s emotional states are recognized from speech signal with Additive white Gaussian noise
(AWGN). The influence of white noise on a typical emotion recogniztion system is studied. The emotion
classifier is implemented with Gaussian mixture model (GMM). A Chinese speech emotion database
is used for training and testing, which includes nine emotion classes (e.g. happiness, sadness, anger,
surprise, fear, anxiety, hesitation, confidence and neutral state). Two speech enhancement algorithms
are introduced for improved emotion classification. In the experiments, the Gaussian mixture model is
trained on the clean speech data, while tested under AWGN with various signal to noise ratios (SNRs).
The emotion class model and the dimension space model are both adopted for the evaluation of the
emotion recognition system. Regarding the emotion class model, the nine emotion classes are classified.
Considering the dimension space model, the arousal dimension and the valence dimension are classified
into positive regions or negative regions. The experimental results show that the speech enhancement
algorithms constantly improve the performance of our emotion recognition system under various SNRs,
and the positive emotions are more likely to be miss-classified as negative emotions under white noise
environment.

Keywords: speech emotion recognition; speech enhancement; emotion model; Gaussian mixture model.

Notations

x(t) – clean speech signal,
n(t) – noise signal,
y(t) – speech signal contained noise,

ω – Fourier frequency,
X(ω) – Fourier transformation of x(t),
Y (ω) – Fourier transformation of y(t),
N(ω) – Fourier transformation of n(t),
Px(ω) – power spectral density of x(t),
Py(ω) – power spectral density of y(t),
Pn(ω) – power spectral density of n(t),

m – index of speech signal frame,
k – discrete Fourier frequency,

X(m, k) – discrete Fourier Transformation of the m-th frame,

X̂(m, k) – enhanced speech from X(m, k),
GSP – transfer function,

ξm|m′ – priori SNR,
γm – posterior SNR,

T (m, k) – masking threshold,
α(m, k) – parameter in the second speech enhancement algo-

rithm (10),
M – symbol for simplicity of presentation,
σ2
s – speech signal power,

σ2
n – noise signal power,
B – symbol for simplicity of presentation,
C – symbol for simplicity of presentation,
S – feature vector of the input sample,
λ – parameters of GMM,
q – index of the Gaussian mixtures,
Q – the mixture number,
ai – the mixture weight,
bi – Gaussian distribution function,
j∗ – index of the target emotion,
N – number of emotions,
j – index of emotions,

µq – mean of q-th Gaussian distribution,
Σq – covariance matrix of q-th Gaussian distribution,
K – class number in the K-mean clustering.

1. Introduction

Emotions in vocal communication are very impor-
tant for understanding speaker’s intention, mood, and
attitude. Unlike linguistic information, affective infor-
mation is expressed even without the notice of the
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speaker (Johnstone et al., 2005; Scherer, 2003).
These emotions are naturally expressed and uneasy to
disguise or control, which makes speech emotion recog-
nition very important in natural human-computer in-
teraction.
There are many challenges in the real world ap-

plications. In the in-car environment, driver’s emo-
tional stability is a crucial problem for driving safety.
C.M. Jones and I. Jonson studied an in-car emo-
tion recognition system which may help the driver
to respond appropriately (Jones, Jonson, 2005).
C. Clavel et al. studied the fear-type emotions in an
audio-based surveillance system (Clavel et al., 2008).
Fear-type emotions may be a sign of potential threats.
J. Ang et al. used the prosodic features to detect frus-
tration and annoyance in natural human-computer di-
alog (Ang et al., 2002).
Oriented to the real world applications, the noise

problem is considered in our research. Noise is an im-
portant factor which affects the performance of most
speech recognition systems (Varga, Steeneken,
1993). However, it has rarely been studied in speech
emotion recognition, since most of the researches were
carried out in an ideal lab environment (Huang et al.,
2011; Huang et al., 2009; Johnstone et al., 2005;
Neiberg, 2006; Truong, 2009). Schuller et al. first
studied the noise problem in automatic speech emotion
recognition (Schuller et al., 2006). Tawari et al.
then proposed a framework to improve the speech emo-
tion recognition under noisy environment (Tawari,
Trivedi, 2010). In their framework the noise cancella-
tion was based on the adaptive thresholding in wavelet
domain. However there are still more speech enhance-
ment methods to be explored in order to work properly
with the emotion recognition module.
Emotion model is another important problem in

emotion recognition. Emotion class model was used
in the most attempts to classify emotions in the
early researches (Ayadia et al., 2010; Scherer, 2003;
Zeng et al., 2009). Basic human emotions like hap-
piness, sadness, fear, anger, disgust, surprise were de-
tected from speech signals under controlled conditions.
However, in the real world applications we need to
deal with various emotions which may not be rec-
ognized using the pre-trained emotion class models.
M. Wöllmer et al. suggested abandoning the emo-
tion classes (Wöllmer et al., 2008). They proposed to
detect the arousal dimension and the valence dimen-
sion instead. In this paper we adopt both the emotion
class model and the dimension space model to evaluate
our speech emotion recognition system under a noisy
environment.

2. The database

A Chinese speech emotion database built in our
lab is adopted in this paper, which includes two data

sources, the acted speech and the induced speech, as
shown in Table 1. The acted speech data contains six
emotions, which are fear, surprise, anger, happiness,
sadness and neutral (Cai, 2005). Six professional male
actors and six professional female actresses were re-
quired to simulate the emotions. Subjects who didn’t
participate in the recording were asked to carry out
a listening test to verify the emotional data. A major-
ity vote method was used for selecting the utterances
with good quality.

Table 1. Emotion types and data collection method.

Emotions Collecting
method

Number
of speakers

fear, surprise, anger, happi-
ness, sadness and neutral Acted 12

anxiety, hesitation and con-
fidence Induced 1

The induced speech data contains three emotions,
anxiety, hesitation and confidence. These emotions
were induced in a cognitive task (Zou, 2011). One male
subject was required to work on a series of math cal-
culations and report the answers orally. Negative emo-
tions are not easy to induce in a lab environment, and
the subject is generally more cooperative to express
his or her positive emotions, like happiness, confidence,
etc. Therefore noise stimulations and sleep deprivation
were used for inducing the negative emotions (anxi-
ety and hesitation). The subject was required to wear
a headset and heavy noise recorded from construction
sites and other real world environment is played for
inducing the negative emotions. Sleep deprivation is
a common method in emotion eliciting and cognitive
related experiments, which was also used in our experi-
ment. The subject was required to stay up in a separate
room for 36 hours. After the recording, a listening test
was carried out to verify the emotional data.

3. Speech enhancement

In real world applications, such as mobile phones,
call-centers and interactive toys, speech signals are of-
ten corrupted by acoustic background noise. In these
applications, speech enhancement is a necessary mod-
ule for the emotion recognition system. In this section
we present a basic spectral subtraction method and an
advanced method based on masking properties.

3.1. Speech enhancement based

on spectral subtraction

Spectral subtraction is a widely used speech en-
hancement algorithm first proposed by Boll (1979).
Let x(t) be the clean speech signal, n(t) be the noise
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signal following a zero-mean Gaussian distribution,
and y(t) be the speech signal with noise:

y(t) = x(t) + n(t), (1)

where Y (ω), X(ω), and N(ω) are the Fourier transfor-
mations of y(t), x(t), and n(t), thus we have:

Y (ω) = X(ω) +N(ω) (2)

and the power spectral density:

|Y (ω)|2 = |X(ω)|2 + |N(ω)|2

+X∗(ω)N(ω) +X(ω)N∗(ω). (3)

Suppose the speech signal and noise signal are inde-
pendent, we have:

|Y (ω)|2 = |X(ω)|2 + |N(ω)|2. (4)

Let Py(ω), Px(ω), and Pn(ω) be the power spectral
density of y(t), x(t) and n(t):

Py(ω) = Px(ω) + Pn(ω). (5)

The estimation of noise power spectral Pn(ω) is
achieved from the silent duration:

Px(ω) = Py(ω)− Pn(ω). (6)

To ensure the non-negativity, when Py(ω) < Pn(ω), let
Px(ω) = 0:

Px(ω) =

{
Py(ω)− Pn(ω) Py(ω) ≥ Pn(ω),

0 Py(ω) < Pn(ω).
(7)

In the spectral subtraction method, the phase informa-
tion for IFFT to recover speech signal in time domain
is directly obtained from the original speech signal with
noise, since human listening perception is not sensitive
to phase changes.

3.2. Speech enhancement based

on masking properties

The spectral subtraction method is a low com-
putational complexity algorithm, and it may effec-
tively improve the signal-to-noise ratio (SNR). How-
ever, the speech signal after spectral subtraction en-
hancement usually contains musical noise, which may
affect the speech quality. Therefore we adopt a more
sophisticated speech enhancement algorithm proposed
by Chen et al. (2007), which is based on the mask-
ing properties and short-time spectral amplitude es-
timation. Masking properties of human auditory sys-
tem were first introduced by Johnston (1988) and
later used in the speech enhancement by Tsoukalas
et al. (1997) and Virag (1999). Generally speaking

the speech signal is the stronger signal than the back-
ground noise is the weaker signal. The frequency do-
main masking can be modeled by a noise masking
threshold, below which all components are inaudible.
Therefore when the residual noise after speech en-
hancement is below the noise masking threshold, it
cannot be perceived by human auditory system.
The enhanced speech signal should satisfy:

X̂(m, k)=argmin
X̂

E
{
d
∣∣∣X(m, k), X̂(m, k)

∣∣∣ |Y m′

}
, (8)

where m stands for the frame index, k stands for
the discrete frequency and Y m′

is the Fourier trans-
form of the m′-th frame of the speech signal, and
d
∣∣∣X(m, k), X̂(m, k)

∣∣∣ is the distance measurement be-
tween the original speech signal X(m, k) and the en-
hanced speech signal X̂(m, k).
Let GSP denotes a transfer function, we have:

X̂m = GSP (ξm|m′ , γm)Ym

=

√
ξm|m′

1 + ξm|m′

(
1

γm
+

ξm|m′

1 + ξm|m′

)
Ym, (9)

where ξm|m′ is the priori SNR and γm is the posterior
SNR, details can be found in (Cohen, 2005).
We propose a parameterized spectral estimation of

the speech signal in the following form (Chen et al.,
2007):

X̂m =

√
ξm|m−1

a∗

(
1 +

ξm|m−1γm

a∗

)
Ym, (10)

where a∗ = α(m, k) + ξm|m−1.
Let T (m, k) denotes the masking threshold, consid-

ering the masking property we have (Virag, 1999):

E
{∣∣∣X2(m, k)− X̂2(m, k)

∣∣∣
}
≤ T (m, k). (11)

Let M =
ξm|m−1

α(m, k) + ξm|m−1
, σ2

s denotes the speech

signal power, and σ2
n denotes the noise power. Sub-

ject (10) to (11). Notice E
{
X2(m, k)

}
= σ2

s and
E
{
N2(m, k)

}
= σ2

n, we have:

σ2
s − T (m, k) ≤ M(1 +Mγm)(σ2

s + σ2
n)

≤ σ2
s + T (m, k). (12)

When the speech signal power is below the masking
threshold (σ2

s − T (m, k) ≤ 0) let α(m, k) = 1. Other-
wise we have:

2γmξm|m−1

−1 +
√
4Cγm

− ξm|m−1 ≤ α(m, k)

≤ 2γmξm|m−1

−1 +
√
4Bγm

− ξm|m−1 , (13)
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where

B =
σ2
s − T (m, k)

σ2
s + σ2

n

and

C =
σ2
s + T (m, k)

σ2
s + σ2

n

.

Therefore the parameter α(m, k) can be determined by
the auditory masking threshold, the estimated speech
power spectral and the noise power spectral (Chen
et al., 2007). It may dynamically adjust the transfer
function, and an optimized tradeoff among the reduc-
tion of noise, the speech distortion and the level of
musical residual noise may be achieved. This speech
enhancement method based on masking properties of
human auditory system may be suitable for emotional
speech, in the experimental section we will carry out
a set of emotion recognition tests using the two differ-
ent speech enhancement methods for comparison.

4. Recognition methodology

4.1. Emotional feature extraction

Various acoustic features have been studied for
speech emotion recognition. The prosodic features may
be related to arousal dimension and the voice quality
features may be related to valence dimension (Gobl,
Chasaide, 2003; Johnstone et al., 2005). Both tem-
poral features and static features can be used for
speech emotion recognition. Typically the temporal
features may be used with Hidden Markov Model
(HMM) while the static features may be used with
GMM. Since the static features are considered less de-
pendent on phoneme information, we adopt the static
features including maximum, minimum, mean, stan-
dard deviation and range for the construction of the
emotional features. A total of 372 features are gener-
ated, as shown in Table 2. Basic Linear Discriminant
Analysis (LDA) is then adopted for feature dimension
reduction.
When searching for the emotional features, it may

be better to exclude the influence of the text variations.
In a good emotion data set, the text should be well de-
signed so that its proportion among various emotion
classes is balanced. However the uncontrolled natural-
istic data is often unbalanced in text, consequently the
selected emotional features may be influenced by the
phonetic information.
The utterances are categorized according to their

time durations, since time duration is an important
character of emotional expression in speech. For a bal-
anced data set, we compared the statistics on the
time duration and selected the training samples to re-
duce the variations among different emotion classes, as
shown in Table 3.

Table 2. Feature extraction (“dev” is short for deviation;
“MFCC” stands for Mel-Frequency Cepstral Coefficients

and “BBE” stands for Bark Band Energy).

Feature Index Feature Description

1–10
max, min, mean, std, range of pitch and
dev pitch

10–11 Jitter, Shimmer

12–52
max, min, mean, std, range of F1 to F4
and dev of F1 to F4

52–62
max, min, mean, std, range of intensity
and dev intensity

62–192
max, min, mean, std, range of MFCC1
to MFCC13 and dev of MFCC1 to
MFCC13

192–372
max, min, mean, std, range of BBE1 to
BBE18 and dev of BBE1 to BBE18

Table 3. The text length balance of each emotion class
(number of characters in each utterance).

Emotion class Max
of duration

Min
of duration

Mean
of duration

Happiness 13 2 6.3

Sadness 11 2 7.1

Anger 13 2 6.8

Surprise 12 2 6.9

Fear 14 2 7.0

Neutral 13 2 6.8

Anxiety 13 2 6.8

Hesitation 14 2 7.0

Confidence 11 2 6.7

4.2. Gaussian Mixture Model

Gaussian Mixture Model (GMM) is successfully ap-
plied to speaker and language identification. And re-
cently GMM has shown its promising performance in
speech emotion recognition (Kockmann et al., 2011).
It can be seen as a HMM of one state. The probabil-
ity density function of an m-order GMM is consist of
weighted summation of m Gaussian probability den-
sity function, which can be expressed as (Reynolds
et al. 1995; Reynolds, 1997):

p(S |λ ) =
Q∑

q=1

aqbq(S), (14)

where S is the feature vector of the input sample, λ de-
notes the parameters of GMM, q is the index of the
Gaussian mixtures, Q stands for the mixture number,
aq is the mixture weight and bq stands for the Gaussian
distribution function.
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Bayes method is used in the identification of emo-
tion. Among the N unknown models, the emotion class
whose corresponding model gets the maximum likeli-
hood probability is the target emotion:

j∗ = argmax
1≤j≤N

logP (S|λj), (15)

where j∗ denotes the index of the target emotion.
We adopt the EM (expectation-maximization) al-

gorithm in GMM parameter estimation. GMM param-
eters can be presented as:

λ = {aq,µq,Σq}, q = 1, 2, ..., Q, (16)

where Q is the mixture number, µq is the mean of
each Gaussian distribution, and Σq is the covariance
matrix.
K-mean clustering is used for initialization where K

equals to the GMM mixture number, and EM proce-
dure is used for parameter estimation. The EM equa-
tions for training a GMM can be found in (Reynolds
et al. 1995; Reynolds, 1997).

5. Experimental results

Based on two types of emotion model theories (the
basic emotion theory and the dimension space theory),
we adopted two types of classification tasks for the
evaluation of the classification system: i) the emotion
class classification, and ii) the arousal-valence dimen-
sion region classification.
In the training and testing stages, 400 utterances of

each emotion class were used for training and 100 ut-
terances of each emotion class were used for testing,
including nine emotion types. For the dimension re-
gion classification, both the arousal dimension and the
valence dimension were classified into positive and neg-
ative. We took four training sets for training the posi-
tive and the negative model in arousal dimension and
valence dimension respectively, each training set con-
tained 800 samples. We also took four testing set, each
contained 200 samples. The arousal classifier and the
valence classifier were trained separately. Both classi-
fiers classify the input sample into positive dimension
or negative dimension.

5.1. Parameter settings

To study the noise influence on speech emotion
recognition, we adopted the clean condition training.
The training dataset contains clean speech while the
noise levels (SNR) of the testing dataset are different.
The clean speech was mixed with AWGN at various
signal-to-noise ratios (15 dB, 10 dB and 5 dB). Before
testing, we apply two types of speech enhancement al-
gorithms to the noisy speech.
The sampling rate was 11.025 kHz, the digitaliz-

ing bit was 16 bit. Hamming window was used on the

speech data, the frame length was 256, with an overlap
of 128.
The GMM mixture number was set to 32 for emo-

tion classification, and 64 for dimension region classi-
fication. The maximum iteration in the EM algorithm
was set to 50. K-mean cluster algorithm was used for
the initialization in the GMM parameter estimation,
and k equals to GMM mixture number.

5.2. Classification results

The classification rates under various noise levels
are shown in Fig. 1 through Fig. 2. Two speech en-
hancement algorithms were evaluated separately on
both emotion-class classification task and arousal-
valence dimension classification task. As the SNR
drops from 15 dB to 5 dB, the classification rates de-
crease subsequently through all emotion classes and
both valence and arousal dimension.

a)

b)

Fig. 1. Emotion-class classification rate under various noise
levels: a) using speech enhancement algorithm based on
spectral subtraction; b) using speech enhancement algo-

rithm based on masking properties.
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a)

b)

Fig. 2. Arousal-Valence region classification rate under var-
ious noise levels: a) speech enhancement based on spec-
tral subtraction; b) speech enhancement based on masking

properties.

The advantage of the second algorithm (masking
properties based speech enhancement) is obvious, it
constantly over-perform the first algorithm (basic spec-
tral subtraction method). The second algorithm takes
advantage of human auditory properties, which pro-
vides a better tradeoff between the amount of noise
reduction and the emotion feature distortion. By an
automatic adaptation based on human perception cri-
terions it may be more suitable for emotion recognition
tasks.
In the emotion class classification experiment,

when tested with clean speech “happiness” is the high-
est recognized emotion type. However when the SNR
drops to 10 dB, “anxiety” becomes better detected
than other emotions. As shown in Fig. 1. This accu-
racy shift is caused by noise influence, and it may be
classifier dependent. Similar results are observed in the
dimension classification experiment, the classification

rate of negative emotions becomes higher than the clas-
sification rate of positive emotions as the noise level
increase, as shown in Fig. 2. Since “anxiety” and other
negative emotions are most related to valence dimen-
sion, the voice quality features may be distorted by the
noise, and caused the miss-classification of the positive
emotions.

6. Conclusions

In this paper we evaluated the speech emotion
recognition system from two points of views, the emo-
tion class view and the arousal-valence dimensional
view. From the former one we built GMM based mod-
els for each individual emotion class, from the later
one we classified the positive and the negative regions
of the arousal-valence space also using GMM based
models.
The noise influence is an important factor to many

of the automatic speech recognition systems, especially
when it comes to real world applications. In our study
we investigated the speech emotion recognition prob-
lem under various white noise conditions. To deal with
the AWGN we applied two existing speech enhance-
ment algorithms, the spectral subtraction based al-
gorithm and the algorithm based on masking proper-
ties.
The experimental results show that the second al-

gorithm is better than the first algorithm when applied
to the speech emotion recognition problem. Speech en-
hancement is a necessary procedure for speech emo-
tion recognition systems working in a noisy field envi-
ronment. When increasing the noise level, the overall
classification rate dropped, and the positive emotions
were more likely to be miss-classified as negative emo-
tions (in valence dimension).
In our study on the speech enhancement, we only

compared two existing algorithms, and considered only
under AWGN condition. Verifying our emotion recog-
nition system on different databases and various noise
types other than white noise may be an interesting
future topic. In the feature selection stage we used
the same feature set constantly, it is also interesting
to select noise robust features for future practical sys-
tems.
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Speech emotion recognition is deemed to be a meaningful and intractable issue among a number of do-
mains comprising sentiment analysis, computer science, pedagogy, and so on. In this study, we investigate
speech emotion recognition based on sparse partial least squares regression (SPLSR) approach in depth.
We make use of the sparse partial least squares regression method to implement the feature selection
and dimensionality reduction on the whole acquired speech emotion features. By the means of exploiting
the SPLSR method, the component parts of those redundant and meaningless speech emotion features
are lessened to zero while those serviceable and informative speech emotion features are maintained and
selected to the following classification step. A number of tests on Berlin database reveal that the recogni-
tion rate of the SPLSR method can reach up to 79.23% and is superior to other compared dimensionality
reduction methods.

Keywords: speech emotion recognition, sparse partial least squares regression (SPLSR), feature selection
and dimensionality reduction.

1. Introduction

It is common knowledge that accurate and depend-
able speech emotion recognition can provide with quite
momentous affect for achieving or consummating in-
telligent, efficient, and reliable human-computer in-
teraction. Consequently, a great number of investiga-
tors centralize their attention and energy on this in-
tractable and unmanageable issue, and a great quan-
tity of tremendous advance has been gained to probe,
analyze, and exploit speech emotion more informative,
meaningful, convenient, and efficient during the past
decades (Ayadi et al., 2011; Cen et al., 2008; Ser
et al., 2008).
How to pick up the most beneficial and serviceable

speech emotion features which can accessibly and accu-
rately represent the speech emotion information is the
pivotal problem for speech emotion recognition (Chen
et al., 2012; Jin et al., 2013;Ayadi et al., 2011). Among
all speech emotion features, prosodic feature and spec-
tral feature are the most representative types of speech
emotion features that are comprehensively employed
in speech emotion recognition (Wu et al., 2011; Jin
et al., 2013). The frequently adopted prosodic fea-
ture contains pitch, formants, energy, speed, and so

on (Chen et al., 2012; Ayadi et al., 2011). The spec-
tral feature is deemed to offer certain supplementary
and various speech emotion features comparing with
the prosodic feature and mel-frequency cepstral coeffi-
cients (MFCC), linear predictive cepstral coefficients
(LPC) and log-frequency power coefficients (LFPC)
are three most classic spectral features that are broadly
adopted in a number of speech emotion recognition
approaches (Wu et al., 2011; Ayadi et al., 2011; Jin
et al., 2013).
In the time of dealing with the above extracted

speech emotion features, we may find out that the di-
mension of obtained speech emotion features can be as
high as several hundred or more than one thousand,
and each extracted speech emotion feature owns dis-
parate effect on speech emotion recognition (Zhou et
al., 2012; Cen et al., 2008; Jin et al., 2013; Lai et al.,
2012). For instance, some features can promote and in-
crease the recognition performance of speech emotion
recognition, but some redundant and invalid features
are harmful and unhelpful for final emotion classifica-
tion.
Over the last several decades, plenty of investiga-

tors burgeon a mass of dimensionality reduction and
feature selection approaches for working out those su-
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pervised and unsupervised studying issues (Bishop,
2006; Lai et al., 2012; Jin et al., 2013). Among
those approaches, principle component analysis (PCA)
(Turk, Pentlnd, 1991) and linear discriminant anal-
ysis (LDA) (Belhumeur, Hespanha, 1997; Chen et
al., 2000) are the two outstanding methods and they
already have been triumphantly exploited to speech
emotion recognition and other relevant research do-
mains (Jin et al., 2013; Bishop, 2006).
It is noted that PCA and LDA can only deal

with and analyze one group of data, whereas canon-
ical correlation analysis (CCA) (Hotelling, 1936)
and partial least squares regression (PLSR) (Rosopal,
Kamer, 2008) are investigated to deal with two groups
of data at the same time (Parkhomenko et al., 2009).
Akin to PCA and LDA, CCA also has been addressed
and applied in speech emotion recognition (Cen et al.,
2008). The application of PLSR is also comprehen-
sive and efficient in various important spheres such
as vehicle detection (Kembhavi et al., 2011), neu-
roimaging (Krishnan et al., 2011) and human detec-
tion (Schwartz et al., 2009). But when making use of
the PLSR method in speech emotion recognition, we
will discover one main weakness of the PLSR method
analogous to PCA, LDA, and CCA, and this weakness
is that the weight vectors of PLSR are the linear combi-
nation of the whole extracted speech emotion features,
therefore it is unable to clear away those redundant
and insignificant speech emotion features (Cao et al.,
2008; Chun, Keles, 2010;McWilliams, Montana,
2010; Qiao et al., 2009; Cai et al., 2007; Lai et al.,
2012).
In the last few years, a number of sparse ver-

sions of PLSR approach have been established to
resolve the above-mentioned shortcoming of PLSR
method. Cao et al. (2008; 2009) presented a novel
bilateral sparse partial least squares regression based
on the SVD decomposition and sparse PCA approach
(Shen, Huang, 2008) that can achieve data fusion
and variable selection simultaneously when applied
to biology. Similar to the work of Cao et al. (2008;
2009), a unilateral sparse partial least squares regres-
sion (McWilliams, Montana, 2010;Ma, 2010; Cao
et al., 2011; Cao, Gall, 2011) based on unilateral
sparse SVD approach has been developed. Moreover,
McWilliams and Montana (2010) apply this uni-
lateral sparse partial least squares regression method
for increment learning task. Chun and Keles (2010)
propose a new sparse partial least squares approach in
which the objective function is rewritten as SPCA’s
optimization formula (Zou et al., 2006). Based on the
work of Chun and Keles (2010), Chung and Keles
(2010) have developed two classification-based meth-
ods including SPLS discriminant analysis (SPLSDA)
and sparse generalized PLS (SGPLS), and then ap-
plied them to conduct variable selection on high-
dimension datasets. Moreover, Huang et al. (2012)

utilized the SPLSR method to conduct intelligibil-
ity detection tests. In this paper, we exploit the uni-
lateral sparse partial least squares regression method
(McWilliams, Montana, 2010; Ma, 2010; Cao et
al., 2011; Cao, Gall, 2011) to implement the feature
selection and dimension reduction of obtained speech
emotion features in speech emotion recognition.
In this paper, we investigate speech emotion recog-

nition based on sparse partial least squares regres-
sion (SPLSR) approach. The whole of acquired speech
emotion features have availably implemented the fea-
ture selection and dimensionality reduction with the
sparse partial least squares regression method whose
basic idea is to receive sparse projections by means of
calculating a sparse singular value decomposition is-
sue (McWilliams, Montana, 2010; Ma, 2010; Cao
et al., 2008; Shen, Huang, 2008). By introducing the
properties of sparsity on the whole acquired speech
emotion features with SPLSR method, the component
parts of redundant and meaningless speech emotion
features are lessened to zero while those serviceable
and informative speech emotion features are main-
tained for the next classification step.
We organize the remaining part of this paper as fol-

lows. We roughly provide the description of the PLSR
method in Sec. 2. Section 3 introduces the SPLSR ap-
proach in detail and its specific algorithm. The speech
emotion classification via SPLSR method is illustrated
in Sec. 4. Section 5 introduces the adopted speech emo-
tion databases and describes a number of experiments.
Ultimately, Sec. 6 concludes the paper and gives some
discussion on the future work.

2. Partial Least Squares Regression

Consider a pair of sample data matrices X ∈
RN×nx and Y ∈ RN×ny which indicate the extracted
speech emotion feature matrices and its speech emo-
tion category feature matrices respectively, where N
expresses the number of samples. The fundamental
purpose of PLSR method is exploring a cluster of
vectors φr and ζr which are achieved by maximizing
the under optimization formulation in the form of al-
leged latent vectors Xφr and Y ζr (Cao et al., 2008;
Rosopal, Kamer, 2008; Gu, 2010; Ma, 2010; Yan
et al., 2013)

{φr; ζr} = arg max
φTφ=ζTζ=1

cov(Xφr, Y ζr). (1)

As we all know, X and Y can be resolved into the fol-
lowing pattern (Rosopal, Kamer, 2008; Cao et al.,
2008)

X = WPTx + Ex,

Y = WPTy + Ey,
(2)

where Px and Py are matrices of coefficient which are
expressed as px = XTw/wTw and py = Y Tw/wTw,
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respectively. Besides, Ex and Ey are the corresponding
residuals matrices ofX and Y , respectively (Rosopal,
Kamer, 2008; Cao et al., 2008).
Suppose RXY = XTY , RXY = RTYX . Then, the

formula (1) can be changed into the following opti-
mization problem (Gu, 2010; Ma, 2010) (we seek the
first cluster of vectors φr and ζr here):

arg max
φ,ζ

φTRXY ζ, (3)

subject to φTφ = 1 and ζTζ = 1.
Then we can receive the Lagrangian of formula (3)

as the following pattern (Gu, 2010; Ma, 2010; Zhou
et al., 2012):

L(φ, ζ, λ, µ) = φTRXY ζ

−λ

2
(φTφ− 1)− µ

2
(ζTζ − 1). (4)

Further, the following two equations can be obtained
by calculating the partial derivatives of L(φ, ζ, λ, µ)
with respect to φ and ζ (Ma, 2010):

RXY ζ = λφ,

RYXφ = µζ.
(5)

Ultimately, we are capable of receiving the first desired
cluster of projection vectors φ and ζ by figuring up the
next eigenvalue equations of (6) and (7), respectively:

RXY RYXφ = λµφ, (6)

RYXRXY ζ = λµζ. (7)

3. Sparse Partial Least Squares Regression

On the basis of the antecedent discussion and anal-
ysis, we can note that the PLSR approach is not
capable of carrying out the feature selection on the
whole extracted speech emotion features. Moreover, it
should be noted that X and Y signify the whole ex-
tracted speech emotion features and its speech emo-
tion category feature respectively, and the speech emo-
tion category feature contains only category informa-
tion. Therefore we only need to carry out the feature
selection on the whole extracted speech emotion fea-
ture X . Consequently in the following section, we will
introduce the unilateral sparse partial least squares
regression method (McWilliams, Montana, 2010;
Ma, 2010; Cao et al., 2011; Cao, Gall, 2011) and
then employ it to carry out the feature selection on X
in the form of solving sparse projection φ. The con-
ventional PLSR method can be solved by means of
PLSR-SVD pattern in the light of the literature of
Cao et al. (2008). In the PLSR-SVD form, the matrix
RXY = XTY of the conventional PLSR method can be
expressed in the following singular value decomposition

(SVD) form (Cao et al., 2008; McWilliams, Mon-
tana, 2010; Shen, Huang, 2008; Yan et al., 2012):

RXY = XTY =

h∑

t=1

dtutv
T
t . (8)

It is noted that the eigenvalues of RTXY RXY and
RXY R

T
XY are d1, d2, . . . , dh, and the eigenvectors of

RTXY RXY and RXY R
T
XY are equivalent to ui and

vi, respectively. In accordance with the nature of the
above PLSR-SVD approach, the pair of desired vec-
tors α and β of the conventional PLSR are just equiv-
alent to ui and vi in the above SVD form, and it in-
dicates φ = ui and ζ = vi in other words (Cao et al.,
2008;McWilliams, Montana, 2010;Ma, 2010;Yan
et al., 2013). Consequently, the cluster of vectors φ and
ζ that are received by the conventional PLSR solving
approach can be transformed to calculate the cluster
of vectors of ui and vi in the above PLSR-SVD form.
On the basis of the work of Shen and Huang

(2008) and Cao et al. (2008), a unilateral sparse par-
tial least squares regression method (McWilliams,
Montana, 2010; Ma, 2010; Cao et al., 2011; Cao,
Gall, 2011) is developed to obtain only one cluster
of sparse projection and is different from the method
of Cao et al. (2008) in which two sets of sparse pro-
jections can be obtained. The optimization formula-
tion of unilateral SPLSR is adapted as the follow-
ing pattern by introducing the lasso penalty on the
vector u (McWilliams, Montana, 2010; Ma, 2010;
Cao et al., 2011; Cao, Gall, 2011):

min
u,v

∥∥RXY − uvT
∥∥2
F
+ λu

p∑

j=1

|uj |, (9)

where λu

p∑
j=1

|uj| stands for the lasso function, and

λu ≥ 0 signifies a positive value for deciding the sparse
degree of u.
For the sake of calculating the optimization prob-

lem of (9) efficiently, McWilliams and Montana
(2010) have developed an iterative algorithm with re-
spect to solving u and v. The process of this iterative
algorithm consists in that u is achieved by optimiz-
ing (9) through fixing v, and then v is achieved by
optimizing (9) through fixing u (Zhou et al., 2012).
By means of repeating the above iterative pro-

cess, the desired optimal projection v and sparse
projection u are acquired finally from the following
Eqs. (10) and (11), respectively, after the iterative al-
gorithm achieves convergence (McWilliams, Mon-
tana, 2010; Ma, 2010):

v∗ =
RTXY u∥∥RTXY u

∥∥ , (10)

u∗ = sign(RXY v)(|RXY v| − λu/2)+. (11)
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For details of the above solving procedure of the unilat-
eral SPLSR, please see the paper of McWilliams and
Montana (2010). At last, we can project the whole
extracted speech emotion feature X onto the above
sparse projection u (u is equivalent to φ) received by
the unilateral SPLSR to implement feature selection.

4. Emotion Recognition via Sparse Partial Least

Squares Regression

Assuming that a cluster of the sparse projection
matrix φX = (φ1

x, φ
2
x, ...φ

h
x) are received conclusively

via the above unilateral SPLSR method, where h de-
notes the number of the above extracted sparse projec-
tion matrix φX , then on the basis of the Eq. (2) we can
get the following two regression equations (Gu, 2010;
Ma, 2010; McWilliams, Montana, 2010):

X = w1P
T
x1 + w2P

T
x2 + . . .+ whP

T
xh

+ Eh
x = WPTx + Eh

x ,

Y = w1P
T
y1 + w2P

T
y2 + . . .+ wyP

T
yh

+ Eh
y = WPTy + Eh

y ,

(12)

where W = (w1, w2, ..., wh), pX = (pX1, pX2, ...pXh),
pY = (pY 1, pY 2, ...pY h).
In the light of (Manne, 1987;Gu, 2010;Ma, 2010),

we obtain the next equation by simple approximately
calculation:

W = XφX(pTXφX)−1. (13)

Form Eqs. (12) and (13), we are able to receive the
following formula (Gu, 2010; Ma, 2010)

Y = WPTy + Eh
y = XφX(pTXφX)−1PTy + Eh

y . (14)

At last, if providing a test speech emotion feature
sample Xtest, we are able to calculate the homol-
ogous speech emotion category feature Ytest in the
light of the following formula (Gu, 2010; Ma, 2010;
McWilliams, Montana, 2010):

Ytest = XtestφX(pTXφX)−1PTy . (15)

5. Experiments

In the following section, we will simply introduce
the adopted speech emotion database, the detailed ex-
periment design and show results of the experimental
test. In this study, we assess the property of our speech
emotion recognition approach based on the SPLSR al-
gorithm by carrying out certain tests on the Berlin
database (Burkhardt et al., 2005; Zheng et al.,
2012; Jin et al., 2013; Gu, 2010). In our experiment,
from a number of samples representing different speech
emotion categories, we select and utilize a subset of the
Berlin dataset which contains 260 speech samples and

five speech emotion categories including anger, bore-
dom, fear, joy, and sadness.
In the speech emotion feature extraction proce-

dure, two sorts of speech emotion features consisting of
prosodic features and spectral features are picked up
in our experiment (Gu, 2010;Wu et al., 2011; Zheng
et al., 2012; Jin et al., 2013). The details of extracted
speech emotion feature in our test included pitch, for-
mant frequency, the logarithmic form of energy, and so
on (Gu, 2010; Zheng et al., 2012).
Apart from the SPLSR method, we also conduct

other classic dimensionality reduction methods for
speech emotion recognition, i.e. the principal compo-
nent analysis (PCA) method, the linear discriminant
analysis (LDA) method, the gaussian mixture model
(GMM) method, and the partial least squares regres-
sion (PLSR) method. For PCA and LDA, we adopt the
K-nearest neighbor (KNN) classifier to classify five dif-
ferent emotion categories, whereas PLSR and SPLSR
exploit the classification method introduced in Sec. 4.
Besides, in our experiments, we employ the thirteen-
fold cross-validation strategy to the above five methods
(Gu, 2010; Zheng et al., 2012).
The average recognition rates of the above five

methods are exhibited in Table 1. It is noted that
the disparate number of the reduced dimension will
produce a certain influence concerning the final prop-
erty, therefore we also implement the tests with the
disparate dimension. Figure 1 displays the recognition
rates of three methods with disparate reduced dimen-
sion.

Table 1. The average recognition rate
of each method.

Method Recognition rate

PCA 64.23

LDA 75.00

GMM 69.62

PLSR 78.46

SPLSR 79.23

Fig. 1. Recognition rates of each method for different
number of reduced dimensions.
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To distinctly display the test results of different
emotion category, the confusion matrices of PLSR
method and SPLSR method are shown in Fig. 2 and
Fig. 3, respectively. Moreover, we also implement the
experiment of SPLSR method with different values of
the sparse parameter. Table 2 shows the recognition
rates of SPLSR method versus different values of the
sparse parameter.

Fig. 2. Confusion matrix for the PLSR method.

Fig. 3. Confusion matrix for the SPLSR method.

Table 2. Recognition rates of SPLSR for the different
values of sparse parameter.

Sparse parameter Recognition rate

0.1 78.85

0.08 78.85

0.05 79.23

0.01 78.46

In accordance with the above test results, we can
note that the recognition rate of the SPLSR method
can reach up to 79.23% and it is superior to other com-
pared methods such as PCA, LDA, GMM, and PLSR.
This test result indicates that the SPLSR method may
provide more serviceable and informative speech emo-
tion information than those compared methods. More-
over, in line with Table 2, we can see that the sparse
parameter λ can produce the effect on the recognition
rate of the SPLSR approach to some degree and the
best recognition rate of SPLSR is achieved when the
sparse parameter λ is 0.05.

6. Conclusion and discussion

In this paper, we study speech emotion recognition
based on the partial least squares regression (SPLSR)
approach. We make use of the sparse partial least
squares regression method to implement the feature
selection and dimensionality reduction on the whole
acquired speech emotion features. Moreover, a number
of experimental tests on the Berlin database certify the
validity and meaning of the speech emotion recognition
approach based on the SPLSR method. In the future
study, we can import those sparse kernel approaches
onto speech emotion recognition which may allow to
obtain nonlinear discriminative speech emotion infor-
mation to some degree.
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In spite of the fact that standardizing operations and increased awareness of hazards led to a significant
improvement of vibroacoustic climate of operator’s stands of new machines, their long-term operation –
often under difficult conditions – leads to a fast degradation of acoustic qualities of machines. Temporary
operations performed during surveys and periodical overhauls are rarely effective, due to the lack of any
guidelines. In this situation the authors propose the algorithm for selection of eventual screens or sound
absorbing and sound insulating partitions, utilizing the measuring procedure aimed at identification, at
the operator’s stand, of main noise components originated from various sources. On the basis of this
procedure, the vibroacoustic energy propagation paths in the machine was estimated.
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1. Introduction

A lot of emphasis is currently put on the employ-
ees protection at work stands. It concerns, among oth-
ers, operators of earth work machines. Since driving
systems of this type of machines are characterised
with high vibroactivity, minimising noise and vibra-
tion hazards belongs to the most important structural
problems and modernisation programs of existing ma-
chines. The applied methods of suppression noises and
vibrations can be divided into two groups: active and
passive methods.
A principle of operation of active damping meth-

ods can be generally described as generation of sig-
nal components of time waveforms being phase-shifted
by a half of a period in relation to noise and vibra-
tion components subjected to damping. In this case
the waves decay effect as a result of interferences is
utilised. Such technique can be only successful in case
of time synchronisation which in case of random effects
requires a system with a very short reaction time as
well as maintaining the same (opposite) propagation
directions. These difficulties are the cause for which
active methods are used only in certain specific appli-
cations.
Passive techniques of noise and vibration damping

can be divided, from the point of view of the physics
of the effect, into the following groups:

• minimisation of noise and vibration sources;
• changing vibroacoustic energy into another form
(e.g. thermal);

• changing the propagation direction of acoustic field
and dissipating its energy outside the noise protected
area.

The last two groups consist in designing structures
to be put on the vibroacoustic energy propagation
path. The methodology of machine noise and vibra-
tions damping can be put in order according to the
following scheme:

• localisation and description of basic sources;
• identification of the model of the vibroacoustic en-
ergy propagation;

• determination frequency characteristics of the de-
signed damping systems;

• designing damping elements according to the deter-
mined characteristics.

In search for effective tools of the computer-aided
designing of structures minimising vibroacoustic haz-
ards caused by earth work machines, the present au-
thors assumed the following:

1. The basis of computational algorithms of insulat-
ing structures should be the determination of main
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propagation paths of the vibroacoustic energy be-
tween noise and vibration sources and the opera-
tor’s work stand – on the grounds of the identified
mathematical model.

2. The proposed mathematical model of the vibroa-
coustic energy propagation in a machine should be
identifiable by a simple measurement procedure and
should constitute the basis for the computer-aided
selection of vibroinsulating elements.

3. The model identification should be performed by
means of a procedure allowing for the separation
components originated from individual sources from
the signals recorded at the system output (noise and
vibrations in the operator’s cabin) – under the as-
sumption that the investigated system can be non-
linear.

The investigated problem is widely analysed and
discussed in the world literature, especially by scien-
tific research groups related to the automotive indus-
try (e.g. Society of Automotive Engineers, SAE). Some
commercial programs analysing signals in time and/or
frequency domains were also developed. They are us-
ing the method of modal analysis or the Finite Element
Method (FEM) for modelling and determination of pa-
rameters characterising propagation of vibroacoustic
energy. Several methods described in the literature are
based on the energy propagation analysis using mea-
surements of the acoustic particle velocity, including:

• Source Path Contribution (SPC) consists in per-
forming a phased summation of partial responses
from all noise and vibration paths to give total tac-
tile and acoustic responses under specific operating
loads at a given frequency or RPM (Source Path
Contribution software, 2010). A similar principle of
operation has the Transfer Path Analysis (TPA).

• Statistical Energy Analysis (SEA) is used to predict
the sound transmission loss, the radiation resistance
and the vibration amplitude of a partition. Confor-
mity between theory and experiment is shown to be
good. The “mass-law” sound transmission is seen to
be due to non-resonant modal vibration, while the
increased transmission in the coincidence region is

Fig. 1. Structural model describing vibroacoustic energy propagation in machines.

due to resonant modal vibration (Crocker, Price,
1969). To solve a noise and vibration problem with
the SEA, the system is divided into a number of com-
ponents (such as plates, shells, beams, and acoustic
cavities) that are coupled together in various combi-
nations. Each component can support a number of
different propagating wave types (e.g. bending, lon-
gitudinal, and shear wave fields in a thin isotropic
plate). From the SEA point of view, the reverber-
ant field of each wave field represents an orthogonal
store of energy and thus is represented as a separate
energy degree of freedom in the SEA equations.

2. Theoretical considerations

Vibration-noise effects occurring in real systems,
such as e.g. machines for earth works, can be presented
as a continuous exchange of the mechanical vibrations
energy into noise and vice versa. The energy origi-
nated from correlated and non-correlated sources of
vibrations and noises passes through the complicated
machine structure undergoing linear (and often non-
linear) transformations. This energy arrives to various
points, e.g. machine operator stand, as a sum in which
fractions of individual sources do not have to be pro-
portional (and usually are not) to their power.
The structural model describing these effects is pre-

sented in Fig. 1.
The most important issue in the realised task is de-

termination of the influence of individual factors (lo-
calised and identified vibroacoustic energy sources) on
noise and vibrations influencing the operator. This is
a difficult task, since we analyse recorded signals of ef-
fects occurring in a complicated, non-linear, inner ma-
chine field with several independent sources of vibroa-
coustic energy. From the point of view of the need of
decreasing vibrations and noise levels, it is necessary
to estimate fractions of individual sources in the total
energy at the machine point of interest or in its vicinity
by determining propagation paths properties.
Because of the above-mentioned non-linear ef-

fects, disturbances, and hardly identifiable (invisible)
changes of a vibroacoustic machine structure during
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operation, detailed models are far from the reality and
difficult to identify. According to the authors, much
better effects can be achieved by building a simplified
model (partially of a ‘black box’ type) well identified
on the grounds of input and output values (Batko
et al., 2008). Therefore the authors have proposed their
own method of investigating the vibroacoustic energy
propagation in machines for earth works.
In order to determine the propagation paths prop-

erties, the acoustic pressure changes in the vicinity
of identified sources of vibroacoustic energy should be
recorded (in case of propagation in air) as well as the
accelerations of vibrations at points of attaching these
sources to the carrying system (in case of a propagation
in the machine structure). Simultaneously, the acoustic
pressure changes and accelerations of vibrations influ-
encing the machine operator should be recorded.
The proposed method of analysis is based on the

application of the autocorrelation and ordinary coher-
ence functions. Correlation and coherence functions
belong to the classic analytical methods used, among
other things, in investigation of determined signals dis-
turbed by random noises. In the time domain, the au-
tocorrelation function allows to determine the time co-
hesion between neighbouring fragments of the analysed
process, shifted by various time values. The ordinary
coherence function is a spectral measure of the cohe-
sion of processes in the frequency domain. However,
these are not the only properties of these functions.
The autocorrelation function is a superposition of the
determined process and random noise being the re-
sult of disturbances from other processes or from the
measurement. Due to that, it is possible to determine
the fraction related to random disturbances and to the
determined part in the total signal energy. The auto-
coherence value depends, among other things, on the
random disturbance value and on non-linearity of the
analysed system.
In order to limit the influence of harmonics of simi-

lar frequencies and originated from various vibroacous-
tic energy sources, application of an algorithm using
the given standard signal was proposed. One of the es-
sential advantages of the proposed method is improv-
ing the resolution analysis in the frequency domain in
comparison with classic spectral methods.
The simplest description of the vibroacoustic en-

ergy propagation path can be supplemented by pre-
senting the total effect of weakly non-linear distur-
bances in the form of one or a few unknown functions
determined in the identification process and taken into
account in the model, either in an additive or a multi-
plicative way. For one dominating source, it is reduced
to the following description, in the frequency domain:

Y (f) = ℑ{y(t)} = X(f) ·H(f) + Φ(f) + Ψ(f) (1)

or

Y (f) = ℑ{y(t)} = (X(f) ·H(f)) ∗ Φ(f) + Ψ(f), (2)

where Y (f) – Fourier transform of the output signal
y(t), X(f) – excitation process (Fourier transform of
the input signal x(t)), H(f) – transmittance of the
propagation path, Φ(f) – a function being the result
of non-linear disturbance and determined in the iden-
tification process, Ψ(f) – influence of external distur-
bances (random effects).
After simple transformation, Eq. (1) can be

brought to the product form (Dąbrowski, 1992;
Crocker et al., 2007):

Y (f) = X(f) ·H(f) · Φ∗(f) · Ψ∗(f). (3)

This form allows to subject both sides of Eq. (3) to the
operator changing the component amplitudes of spec-
tra into values expressed in decibels. Assuming that the
total transmittance can be presented as the product of
transmittances of individual elements of series systems
(elements causing a vibroacoustic energy decrease), re-
duces the task to the equation of level decreases:

Lc(f) = Ls(f) +
∑

∆Li(f) + ∆Φ∗(f)

+∆Ψ∗(f), (4)

where Lc(f) – signal level at the output, Ls(f) – sig-
nal level originated from the dominating source of the
vibroacoustic energy, ∆Li(f) – signal level changes at
individual elements of the series system, ∆Φ∗(f) – sig-
nal level change at the output, caused by non-linear
disturbances and determined in the identification pro-
cess, ∆Ψ∗(f) – error of the description caused by var-
ious random disturbances.
The problem becomes complicated when there are

several vibroacoustic energy sources. In this case, the
main aim of modelling is obtaining the independent
description of each propagation path. Mutual cou-
plings, resulting, among other things, from the system
non-linearity, usually make it impossible to uncouple
equations and thus the problem becomes much more
complex when the number of the described paths in-
creases.
Let us consider the case of two weakly correlated

vibroacoustic energy sources (Fig. 2). In such model
we have to assume three unknown functions to be in-
troduced into the model in one of the two ways,

Y (f) = X1(f) ·H1(f) ∗ Φ1(f)

+X2(f) ·H2(f) ∗ Φ2(f) + Φ12(f) + Ψ(f) (5)

or

Y (f) = (X1(f) ·H1(f) + Φ1(f)

+X2(f) · H2(f) + Φ2(f)) ∗ Φ12(f) + Ψ(f), (6)

where Φ1(f) – correction for the non-linear distur-
bance for the first source, Φ2(f) – correction for the
non-linear disturbance for the second source, Φ12(f)
– correction for the mutual dependence of the de-
termined transmittances H1(f) and H2(f) resulting,
among other things, from the system non-linearity.
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Fig. 2. Model of the system with two non-correlated
sources.

Determination of unknown functions Φi(f), in both
cases, is possible only by performing at least triple
measurements at three points (for each of the active
sources and for both simultaneously). When separate
measurements of sources are impossible, measurements
at various conditions of the machine work can be done
(e.g. at different rotational speeds of the driving sys-
tem), however the error caused by random component
fraction will be larger. Thus, any simple generalisation
of such models, especially for larger number of sources
(partially correlated), is virtually impossible.

3. Example of the model of the vibroacoustic

energy propagation path

The problem of separation vibroacoustic propaga-
tion paths becomes even more difficult in machines in
which the driving system consists of a few structurally
identical systems and similar frequency characteristics
of the generated vibroacoustic energy.
Let us analyse the vibroacoustic energy propaga-

tion in a two-motor machine for which, during oper-
ation, noise measurements were performed in motor
chambers and vibration measurements on motor sup-
ports. At the same time, the noise was recorded at the
operator’s stage (Fig. 3).

Fig. 3. Distribution of measuring points in a two-motor
machine (using the example of a hydraulic excavator).

The model of the vibroacoustic energy propagation
paths for this type of objects is presented in Fig. 4.

Fig. 4. Example of the propagation model of the vibro-
acoustic energy for a two-motor machine.

This model is described by the following equations
system:

N∗
1 ·HN1X =(N1 +N2 ·HN2N1 + V1 ·HV 1N1

+ V2 ·HV 2N1) ·HN1X = YN1X ,

N∗
2 ·HN2X =(N2 +N1 ·HN1N2 + V2 ·HV 2N2

+ V1 ·HV 1N2) ·HN2X = YN2X ,

V ∗
1 ·HV 1X =(V1 + V2 ·HV 2V 1 +N1 ·HN1V 1

+ N2 ·HN2V 1) ·HV 1X = YV 1X ,

V ∗
2 ·HV 2X =(V2 + V1 ·HV 1V 2 +N2 ·HN2V 2

+ N1 ·HN1V 2) ·HV 2X = YV 2X ,
∑

i

YNiX+
∑

j

YV jX +
∑

i

ΦNiX

+
∑

j

ΦV jX + Ψ = X,

(7)

where N∗
1 , N

∗
2 – spectral density of the noise signals

power recorded near sources, V ∗
1 , V

∗
2 – spectral density

of the vibration signals power, recorded near sources,
N1,N2 – spectral density of the noise signals power, V1,
V2 – spectral density of the vibration signals power, X
– spectral density of the noise signals power measured
in the operator’s cabin, HNiX – transmittances of the
noise propagation paths between individual sources,
HNiX – transmittances of the vibration propagation
paths between individual sources, YNiX , YNiX – noise
components at the operator’s stand originated from
various propagation paths,

∑
i

ΦNiX ,
∑
j

ΦV jX – total

corrections for non-linear disturbances in the system,
Ψ – influence of external disturbances (random effects).
When comparing, in the identification process, the

model with the recorded noise and vibrations signals,
we can try to determine the energy originated from
individual sources. As can be noticed, the model de-
scribed by Eqs. (7) has much more unknowns than
equations which requires either theoretical determina-
tion of a part of them (which is usually impossible)
or undertaking efforts to simplify the model or looking
for additional relationships.
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Before we set about discussing the latter possibility,
let us try to simplify the model by assuming that the
mutual influence of vibrations of one of the sources on
noises of the second source is negligible. The model
simplified in such a way is presented in Fig. 5.

Fig. 5. Simplified model of the vibroacoustic energy
propagation for a two-motor machine.

Individual propagation paths can be described as
follows:

N∗
1 ·HN1X = (N1 +N2 ·HN2N1

+ V1 ·HV 1N1) ·HN1X = YN1X ,

N∗
2 ·HN2X = (N2 +N1 ·HN1N2

+ V2 ·HV 2N2) ·HN2X = YN2X ,

V1 ·HV 1X = YV 1X ,

V2 ·HV 2X = YV 2X ,
∑

i

YNiX+
∑

j

YV jX +
∑

i

ΦNiX

+
∑

j

ΦV jX + Ψ = X.

(8)

After rearranging Eq. (8) and taking into account that
∑

i,j

Yi,j =
∑

i,j

Ui,j (Yi,j 6= Ui,j),

equation of energy fractions from individual sources in
the total energy of the signal measured at the opera-
tor’s stand will be as follows:

N1 · (HN1X +HN1N2 ·HN2X) = UN1X + ΦN1X ,

N2 · (HN2X +HN2N1 ·HN1X) = UN2X + ΦN2X ,

V1 · (HV 1X +HV 1N1 ·HN1X) = UV 1X + ΦV 1X ,

V2 · (HV 2X +HV 2N2 ·HN2X) = UV 2X + ΦV 2X ,
∑

i

UNiX +
∑

j

UV jX +
∑

i

ΦNiX

+
∑

j

ΦV jX + Ψ = X,

(9)

where UNiX – energy fraction of the noise source in the
noise measured in the operator’s cabin, UV jX – energy

fraction of the vibration source in the noise measured
in the operator’s cabin, and other symbols have the
same meaning as in Eq. (7).
In spite of introduced simplifications there are still

too many unknowns in Eq. (9). Thus, the only possi-
bility of obtaining a reliable model is looking for new
relationships.
As the solution to this problem, the authors as-

sumed the precise identification of high-energy har-
monic components of the investigated vibroacoustic
signals. In order to do that, application of the normal
coherence function was proposed for the determination
of energy fractions originated from individual sources
for the selected harmonic components. Decomposing
functions

∑
UNiX and

∑
UV jX into individual com-

ponents allows to reduce each equation from the sys-
tem (9) to the form (4).

4. Application of the normal coherence function

As it follows from previous considerations, the
problem of separation of components representing vi-
broacoustic processes originated from various sources
is the crucial problem solution of which enables the
mathematical model identification.
Values of the normal coherence function γ2

xy(f) can
be interpreted as a part of the output signal energy
derived from harmonic components of the input signal
for successive frequencies f . This function is often ap-
plied in tasks involving identification of energy prop-
agation paths by means of the spectral method (to-
gether with the multiple coherence function) (Bendat,
Piersol, 1993; 2010). Each of the energy propagation
paths, in the system with n independent sources, can
be treated as the single-input independent series sys-
tem. The function of normal coherence for such system
ca be written as

γ2
xy(f) =

|Gxy(f)|2
Gxx(f) ·Gyy(f)

, (10)

where Gxy(f) – cross-spectral function density of the
input x(t) and output y(t) signal, Gxx(f) – autospec-
tral density function of the input signal x(t), Gyy(f) –
autospectral density function of the output signal y(t).
Since |Gxy(f)|2 ≤ Gxx(f) ·Gyy(f), the normal coher-
ence function can take values from the range 〈0, 1〉.
However, such application of the normal coherence

function does not allow to solve the task. The descrip-
tion of the paths of the vibroacoustic energy propaga-
tion, even in the simplified form, contains too many
unknowns. Moreover, the coherence function value de-
pends on several other factors, including non-linear dis-
turbances, random effects, and frequency components
coming from very close frequency values (differences
are comparable with resolution∆f of the spectral ana-
lysis).
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If, in the course of the model identification, we fo-
cus on the analysis of harmonic components of the
highest energies, we will be able to use properties of
the coherence function in a different way. The princi-
ple of the proposed computational algorithm is based
on the determination the coherence function between
individual investigated signals and the harmonic sig-
nal which was generated with the assumed parameters
(among other things, the frequency value). Treating
the signal generated this way as the reference one, we
can look for harmonic components in the investigated
signals originated from energy sources and recorded at
the machine operator’s stand (Fig. 6). Frequency val-
ues of the sought harmonic components can be found
by analysing operation of individual elements of the
driving system.

Fig. 6. Schematic presentation of the algorithm for deter-
mination of the coherence function with the intermediate

signal (reference).

Let us analyse the operation of the proposed al-
gorithm (Dziurdz, 2000; 2013). The measured sig-
nals are represented by spectral densities Gxx(f) and
Gyy(f). By calculating coherence functions between
the recorded signals and the reference signal of a spec-
tral density Grr(f),

γ2
xr(f) =

|Gxr(f)|2
Gxx(f) ·Grr(f)

,

γ2
yr(f) =

|Gyr(f)|2
Gyy(f) ·Grr(f)

,

(11)

it is possible to determine the energy being transferred
by harmonic components of real signals (accurately at
least for the part related to the linear response of the
system):

Guu(f) = Gxx(f) · γ2
xr(f),

Gvv(f) = Gyy(f) · γ2
yr(f).

(12)

Dividing the obtained values by each other we obtain
the coefficient of amplification squared:

Gvv(f)

Guu(f)
= |Huv(f)|2 . (13)

Moreover, this algorithm allows, by the controlled
change of the reference signal frequency, for a more ac-
curate determination of frequencies of harmonic com-
ponents of the investigated signals and separation of
harmonic components of similar frequencies.

The verification of the operation effectiveness of the
proposed method was carried out for signals recorded
in a real object (hydraulic excavator) in which the driv-
ing motor was working at a constant rotational speed
of approx. 2000 rpm. This corresponds to the rota-
tional frequency of approx. 33.33 Hz. Accelerations of
vibrations recorded at the motor support and on the
operator’s cabin floor were the analysed signals.
At first, let us determine the actual rotational fre-

quency of the motor (with an accuracy possible to ob-
tain when the algorithm is applied). Determination of
more accurate rotational frequency is essential insofar
as the knowledge of kinematic relations allows for bet-
ter determination of frequencies of vibroacoustic sig-
nals components originated from the driving system.
Narrow-band spectra of accelerations of vibrations

at selected points of the machine are presented in
Fig. 7. Based on them, the preliminarly determined ro-
tational frequency of the motor was 33.57 Hz (approx.
2014 rpm).

Fig. 7. Spectra of acceleration of vibrations at selected
points of the machine.

The results of more accurate analysis of the ro-
tational frequency signal component are presented in
Fig. 8. Overall results of the performed calculations are
presented in Table 1.

Fig. 8. Example of the vibration accelerations analysis for
the signal component of the rotational frequency.
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Table 1. Analytical results for the signal component of the rotational frequency.

Spectral line Determined harmonic component

Signal frequency [Hz] 33.57 32.65

Accelerations of vibrations of the motor support [m/s2] 2.339 2.211

Accelerations of vibrations of the operator’s cabin floor [m/s2] 0.051 0.045

Coefficient of amplification [-] 21.8·10−3 20.4·10−3

Damping [dB] approx. 33.2 approx. 33.8

The applied algorithm allowed for more accurate
determination of the harmonic component signal fre-
quency. For the parameters applied, the accuracy
of analysis of the obtained rotational frequency was
±0.015 Hz (while the value obtained from the narrow-
band spectrum was ±1.53 Hz). Differences in the co-
efficients of amplification values were above 6%. This
more accurate analysis allowed to limit the influence of
the lower-energy signal components which in the clas-
sical analysis are taken into account in the total energy
represented by the spectral line.

5. Uncoupling equations of the vibroacoustic

energy propagation

The proposed algorithm can be utilised in two
ways. When we have a possibility of performing a cer-
tain number of partial measurements (including pos-
sibility to switch off temporarily some vibroacoustic
energy sources), determination of unknowns from the
system of Eqs. (9) is possible and thus also the rela-
tively accurate model description (Fig. 5). When we
do not have such possibility, more accurate deter-
mination of parameters of harmonic components al-
lows to replace the relatively complicated non-linear
model with the parallel linear model. In such case,
maintaining constant excitation, i.e. stationary mo-
tion of the system, is indispensable (it results from
the general theory of non-linear systems) (Batko
et al., 2008). Equations (9) are then reduced to the
form

S [N1] · |H∗
N1X | = S [X ]N1 · ΦN1X ,

S [N2] · |H∗
N2X | = S [X ]N2 · ΦN2X ,

S [V1] · |H∗
V 1X | = S [X ]V 1 · ΦV 1X ,

S [V2] · |H∗
V 2X | = S [X ]V 2 · ΦV 2X ,

∑

i

S [X ]Ni +
∑

j

S [X ]V 1j +
∑

i

ΦNiX

+
∑

j

ΦV jX + Ψ = X,

(14)

where S – operator denoting operations performed ac-
cording to the proposed algorithm, S [Ni] – dominating
signal harmonic components of the source Ni, S [Nj] –
dominating signal harmonic components of the source
Vj , S [X ]Ni = UNiX – fraction of dominating har-

monic components of the source Ni in the observed
process measured at the system output within an ac-
curacy of the value of function ΦNiX , S [X ]V j = UV jX

– fraction of dominating harmonic components of the
source Vj in the observed process measured at the sys-
tem output within an accuracy of the value of function
ΦV jX ,

|H∗
N1X | = |HN1X +HN1N2 ·HN2X | ,

|H∗
N2X | = |HN2X +HN2N1 ·HN1X | ,

|H∗
V 1X | = |HV 1X +HV 1N1 ·HN1X | ,

|H∗
V 2X | = |HV 2X +HV 2N2 ·HN2X | ,

and meaning of the remaining symbols is the same as
in Eq. (7).
Equations (14) are uncoupled within an accuracy of

the value of function ΦijX , and after transferring into
the logarithmic scale (values in decibels), they can be
reduced to equations representing balancing out the
level decreases on each of the propagation paths and
the equation determining the total level in the cabin:

LN1 + LHN1X = LUN1 +∆N1X ,

LN2 + LHN2X = LUN2 +∆N2X ,

LV 1 + LHV 1X = LUV 1 +∆V 1X ,

LV 2 + LHV 2X = LUV 2 +∆V 2X ,

log10

(
∑

i

10LUNiX +
∑

j

10LUV jX


+∆X=LX ,

(15)

where LNi – level of dominating harmonic components
of the source Ni, LV j – level of dominating harmonic
components of the source Vj , LHNiX – decrease of the
signal level between the source Ni and system output
X , LHV iX – decrease of the signal level between the
source Vj and system output X , LUNi – fraction level
of dominating harmonic components of the source Ni

in the observed process measured at the system output
within an accuracy of the value of ∆NiX , LUV i – frac-
tion level of dominating harmonic components of the
source Vj in the observed process measured at the sys-
tem output within an accuracy of the value of ∆VjX ,
LX – signal level at the system output, ∆NiX – rela-
tive error of separating the propagation path between
the source Ni and the system output, ∆V jX – relative
error of separating the propagation path between the
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source Vj and the system output, ∆X – total error of
separating the propagation paths between the sources
and the system output.

6. Conclusions

On the basis of the performed investigations it can
be stated that the proposed algorithm utilising the nor-
mal coherence function allows to solve the identifica-
tion problem of the general model of the noise and
vibrations in non-linear multi-source system, at least
for harmonic components. It is possible ‘to assign’ to a
process, observed at the output, the components orig-
inated from individual sources with a high accuracy,
even in the most difficult case of two twin-type driving
systems operating with the same nominal rotational
speed. Thus, it allows to calculate the coefficients of
amplification on the source-system output path.
The application of the intermediate method (with

a reference signal) allows to eliminate or reduce errors
of the correlation function estimations which could be
caused by:

• presence of external disturbances affecting input or
output signals;

• non-linearity of the system binding signals at inputs
and outputs;

• occurrence of feedbacks in the investigated system;
• interactions between the sources;
• correlation between input processes (presence of
identical or similar harmonic components in various
input processes).

The identified model provides a simple tool for as-
sessing the impact of additional sound- and vibration-
isolating elements on the noise in the cabin, and thus
the selection of suitable insulating structures. Then one
can use Eqs. (15) by adding level decreases resulting
from characteristics of those structures to the levels
LHNiX and LHV iX (Dąbrowski, 1992).
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The goal of the studies undertaken in Polish national parks was to determine noise threats, examine
the resources, assess the quality of soundscapes and identify the possibilities of their protection. The
questionnaire method used in the studies made it possible to identify the awareness of noise threats and
the value of soundscapes according to the park service staff. In addition, the semantic differential and
description methods were used to learn how students assessed the soundscape quality of Polish national
parks. Finally, avenues of further research on soundscape in environmentally valuable areas were indicated.
The research findings indicate that each national park in Poland is characterised by diverse and unique

soundscapes and is subject to the pressure of road traffic and tourism resulting in noise hazards. The
conservation of the acoustic values of parks is necessary and possible.
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1. Introduction

As early as the 1960s, the Canadian composer and
musicologist R. Murray Schafer observed the need for
a change in how we consider noise abatement and
suggested a positive approach to the sounds around
us. According to Schafer, “a fascinating macro cosmic
symphony is being played ceaselessly around us”. It
is a symphony of the soundscapes of the world and
we are its listeners, performers and composers at the
same time. It is essential to recognize which sounds
we wish to preserve, develop, and multiply in order
to isolate harmful and wearisome sounds that must
be eliminated (Schafer, 1976). The invasion of all-
pervading noise can be countered by developing au-
ditory sensitivity and improving the aesthetic quality
of the acoustic environment through soundscape de-
sign. It is important to restore order in the soundscape,
to improve, modify and eliminate undesirable sounds
or to move them to other sites, and to preserve the
sounds of the past. In 1970, at the Simon Fraser Uni-
versity, R. Murray Schafer founded his own research
group, the World Soundscape Project, guided by the
idea to thoroughly examine the soundscape in all its
aspects, giving particular consideration to its deter-
minants associated with human beings. The Project

sought to build a scientific foundation for acoustic de-
sign and discipline proposing ecological solutions for
improving the aesthetics of the sonic environment. As
part of the Project, studies were initially conducted in
Vancouver (Vancouver Soundscape) and five European
villages (Five Village Soundscapes). Schafer’s initiative
has led to the development of an international acous-
tic ecology movement whose activity includes sound-
scape studies conducted in many countries as well as
a collaboration within the World Forum for Acoustic
Ecology. Increasingly often, interdisciplinary projects
concerned with soundscapes are being implemented,
e.g. Soundscape of European Cities and Landscapes,
with 18 countries represented by 35 specialists being
involved (Boteldooren et al., 2011; Brown, 2012).
At the intersection of acoustic ecology, bioacoustics,
ecology of space and psychoacoustics, a new research
field is developing dynamically: soundscape ecology,
concentrating on the relationships between sound and
landscape from the structural and functional perspec-
tive (Pijanowski et al., 2011). The sustainable devel-
opment of cities depends on the soundscape design and
protection of tranquil areas (Brown, 2012; Design-
ing Soundscape for Sustainable Urban Development;
Weber, 2012). Since 2010, the European Soundscape
Award has been awarded to highlight creative solu-
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tions to noise problems (the city of Stockholm has been
awarded in 2010, the Gerderland Province in 2011 and
the city of Berlin in 2012). The role of soundscapes in
the modern world has been recognized in the Careggi
Landscape Declaration on Soundscapes that empha-
sizes, among other things, the need to protect sound-
scapes and consider the acoustic dimension in land-
scape planning as well as to expand education in terms
of developing auditory sensitivity.
In recent years, the subject of soundscapes has

been addressed by representatives of various branches
of science in Poland (ref. Bernat, 2008; Losiak,
Tańczuk, 2012) including geographers conducting re-
search on the perception of landscape where sonic stim-
uli play an important role alongside the visual ones
(e.g. Piechota, 2006). So far, however, there have
been no comprehensive studies undertaken on the qual-
ity of soundscapes in areas of environmental value
in Poland, even though these areas are increasingly
threatened by noise that, for example, degrades the
quality of the environment, leads to the loss of biodi-
versity, deterioration of health and a distorted percep-
tion of attractive landscapes. Although Article 15 of
the Act on Environmental Protection (2004) prohibits
noise nuisance in national parks and nature reserves,
it is doubtful whether the ban is observed and whether
the soundscape resources of national parks in Poland
are recognized and protected.
The goal of the studies undertaken in Polish na-

tional parks was to determine noise threats, examine
the resources, assess the quality of soundscapes and
identify the possibilities for their protection. The ques-
tionnaire method used in the studies made it possible
to identify the awareness of noise threats and the value
of soundscapes according to the park service staff. In
addition, the semantic differential and the description
methods were used to learn how students assessed the
soundscape quality of Polish national parks. Finally,
avenues of further research on soundscape in environ-
mentally valuable areas were indicated.

2. Soundscapes as the object of environmental

protection

The soundscape, perceived as an “acoustic event”,
is formed through the overcrowding and intermin-
gling of many and various sound fields, each of which
has a single source. According to Schafer (1976),
soundscapes consist of a background, referred to as
“keynote sounds”, and “sound events” that can be
ascribed certain meanings by a specific community.
Sound events can be analysed from the perspective
of their source (e.g. nature, human beings), function
and social context (warning, internal, landmark, relax-
ing, stress-inducing, status-indicating sounds) as well
as associations and symbolism. Certain sound events

are sound signals, i.e. sounds that one pays special at-
tention to. Schafer as a soundmark referred to a sound
signal that, for some reason, is unique, or possesses
qualities of particular value to a local community. Each
sound event has its spatial range, described as a sound
profile or acoustic space. It is an “area over which it
may be heard before it drops below the level of the
ambient noise” (Truax, 1999). Azimuth denotes the
direction of a sound in the horizontal plane. The acous-
tic horizon is “the farthest distance in each direction
from which sounds may be heard” (Truax, 1999).
Sound events have a temporal dimension, i.e. a specific
rhythm and tempo. Rhythms can assume periodic pat-
terns, isorhythms, or, still wider, cycles. A soundscape
can also have a hi-fi or lo-fi quality. Hi-fi refers to an
environment “where all sounds may be heard clearly
without being crowded or masked”, whereas lo-fi refers
to a soundscape where sounds “are overcrowded, re-
sulting in masking and lack of clarity” and perspective
(Truax, 1999).
Soundscapes are an important element of the nat-

ural and cultural heritage, particularly sensitive to
changes associated with the development of civilisa-
tion. They can also be a significant distinguishing fea-
ture of places and regions. Sounds that are unique,
or of particular value to a local community, occur in
nearly every environment. Soundscapes are a carrier
of content, associations and symbolism. Evoked by re-
membered sounds, particularly sequences of sounds
(a tune, piece of music), such associations bind the
perceived scenery with the information that one has
about a given region. Soundscape research usually
makes use of sociological methods (semantic differen-
tial, sonic preference test, mental map, questionnaire,
interviews, free description) that complement obser-
vations (soundwalks) and acoustic measurements car-
ried out in the field (Bernat, 2008). In soundscape
ecology, biophones, geophones and anthropophones
are distinguished, the spatial and temporal dynam-
ics of soundscapes are analysed, and human impact
on natural soundscapes is evaluated. Within the var-
ious types of soundscapes (natural, sensitive, endan-
gered, unique, recreational, representative, cultural,
and everyday soundscapes), values, threats, manage-
ment objectives and monitoring directions are identi-
fied as the basis for planning protection (Dumyahn,
Pijanowski, 2011).
The soundscape is a very delicate resource. Accord-

ing to the report “Environmental Quality Objectives.
Noise in Quiet Areas”, natural soundscapes are an indi-
cator of environment quality, important for the preser-
vation of biodiversity (Waugh et al., 2003). Noise in-
trusions are detrimental to the functioning of nature
(e.g. Barber et al., 2011) and the aesthetic expe-
riences of tourists. Therefore, proper monitoring and
management of soundscapes, including the protection
of their natural and cultural values, is essential. This
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necessity has been recognised in national parks in the
U.S. where soundscapes play a major part of the con-
servation strategy (Management Policies 2006). The
restoration of natural soundscapes is part of the na-
tional park services’ responsibilities, aimed at improv-
ing the functioning of the natural environment system.
The measures taken include establishing quiet zones,
evaluating human impact on the soundscape, survey-
ing the expectations of tourists, monitoring, and ed-
ucational campaigns. There is some awareness that
the above measures should be integrated with road
traffic management schemes. Numerous indicators are
used in order to evaluate the quality of soundscape,
e.g. maximum volume of single sound events (in dB),
percent time of human-caused sounds remaining au-
dible above natural ambience, noise-free interval, and
number of noise intrusions (Rossman, 2005). Studies
are conducted to determine the acoustic quality stan-
dards and identify aspects of soundscapes that impact
the tourists’ experience and nature (e.g. Ambrose,
Burson, 2004; Pilcher et al., 2009). An important
role is played by educational work, supported by an
educational programme for listening and recording
soundscapes (wild soundscapes in the national parks).
Soundscape management plans are developed based
on detailed perception and acoustic analyses (sound
sources and levels, indicators, and standards).

3. National parks in Poland

In Poland, national parks (NP) are regarded as the
primary and most effective form of nature and land-
scape protection despite the fact that they only ac-
count for 1% of the country’s territory. At present,
there are 23 national parks in Poland, representing
the main geographical regions and landscape zones.
Mountain parks predominate: two in the Sudetes (Ta-
ble Mountains NP and Karkonosze NP) and six in
the Carpathians (Babia Góra NP, Gorce NP, Pieniny
NP, Tatra NP, Magura NP and Bieszczady NP). Fur-
thermore, there are two coastal parks (Wolin NP and
Slovinski NP), four lake district parks (Wigry NP,
Bory Tucholskie NP, Drawa NP and NP of Wielkopol-
ska), six in the Central-Polish Lowland (Białowieża
NP, Biebrza NP, Narew NP, Polesie NP, Kampinos NP
and Ujście Warty NP) and three in the uplands (Oj-
cowski NP, Roztocze NP and Świętokrzyski NP). The
average size of a national park in Poland, at 13 673
hectares (statistical data from Environmental Protec-
tion Yearbook 2009), is considerably lower than the
average around the world. The smallest park, Ojcowski
NP, is 27 times smaller than the largest, Biebrza NP.
Forests are the dominant landscape feature in most
of the national parks (Table 1); altogether they cover
about 60% of the total area of all parks.
Each national park is characterised by its own

unique landscape, such as sand dunes, marshes, peat

bogs, primeval forests, lakes, or alpine landscapes with
altitudinal vegetation zones. According to a natu-
ral environment assessment carried out by the Polish
Academy of Sciences Institute of Nature Conservation
(Denisiuk, 1992), the Tatra and the Bieszczady na-
tional parks are the most comprehensive in terms na-
ture and landscapes (landscape variety and occurrence
of unique landscape features). The Ujście Warty and
the Gorce national parks are the least attractive in this
respect. What is striking is the poor rating of most of
the recently established parks: the inhabitants of Poz-
nań regarded the Tatra as the most attractive, while
the Polesie, Narew and Magura parks as the least at-
tractive (Adach, Adach, 2010).
Studies conducted by Zgłobicki et al. (2005) on

seven national parks representing different types of
landscape (3 mountain, 2 lowland and 2 coastal parks)
show that areas with vast landscapes are the most vi-
sually attractive. Hence, at the top of the list are the
Tatra, Karkonosze and Bieszczady national parks, i.e.
mountain parks characterised by very intense tourism
traffic. The Narew and the Slovinski parks received the
lowest rating. Furthermore, the perception of national
parks (the aesthetic evaluation of landscape) was found
to correspond to their actual environmental value (eco-
logical evaluation of the landscape).
Being the most attractive areas in terms of nature

and landscape, parks are subject to intensive tourism
pressure. In 2009, the Tatra and the Karkonosze parks
were the most popular among tourists (each attract-
ing more than 2 million visitors). In comparison, the
Narew NP was only visited by 8 600 tourists in 2009.
As shown by the survey of the inhabitants Poznań,
the attractiveness of a given park is most considerably
reduced due to a large number of visitors (Adach,
Adach, 2010).
As regards the tourism-to-park size ratio, the

Karkonoski and the Pieniński parks are under the
greatest strain (Table 1). The smallest number of
tourists was recorded in the Narwiański, Biebrzański,
Poleski, Drawieński and Ujście Warty national parks.
A network of tourist trails, particularly well-developed
in the Biebrzański and the Kampinoski parks, is con-
ducive to large numbers of visitors. The shortest total
length of tourist trails exists in the Ujście Warty park.
However, the availability of a dense network of tourist
trails is not the key factor attracting tourists to a par-
ticular national park. Studies conducted by Pietrzak
et al. (1999) along the Cyryl Ratajski tourist trail in
the NP of Wielkopolska indicated that sound had a
considerable impact on the actual visual attractiveness
of the landscape.
As studies by Lebiedowska (2009) indicate, the

Kampinoski NP is troubled by transport noise pollu-
tion propagated along national roads. According to
acoustic measurements carried out in the Tatra Na-
tional Park, the noise levels in some places, frequented
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Table 1. National Parks in Poland. Source: Environmental Protection Yearbook 2009.

National Parks Year
of Foundation

Area
in hectares

Area of forest
land in %

The number of tourist
in th. / in number/hectares

Tourist routes
in km

Biebrzański 1993 59223.0 26.2 32.0/0.5 483.1

Kampinoski 1959 38548.5 73.1 1000.0/26.0 360.0

Bieszczadzki 1973 29176.5 84.6 273.0/0.9 245.0

Słowiński 1967 21572.9e 28.7 275.4/12.8 144.3

Tatrzański (1947)b,1954 21197.3 71.8 2078.7/98.0 275.0

Magurski 1995 19438.9 95.5 50.0/2.6 85.0

Wigierski 1989 14999.5 62.8 120.0/8.0 245.4

Drawieński 1990 11342.0 84.2 23.0/2.0 101.0

Białowieski (1932)c,1947 10517.3 94.8 82.3/7.8 38.5

Poleski 1990 9764.3 49.0 15.4/1.6 67.5

Roztoczański 1974 8482.8 95.5 120.0/14.1 61.1

Woliński 1960 8133.1 42.5 1500.0/137.0 50.1

Ujście Warty 2001 8074.0 1.0 20.0/2.5 12.6

Świętokrzyski 1950 7626.4 94.6 210.5/27.6 41.0

Wielkopolski 1957 7583.9 62.0 1200.0/158.2 215.0

Narwiański 1996 7350.0 1.3 8.6/1.2 58.0

Gorczański 1981 7030.8 93.8 60.0/8.5 105.1

Gór Stołowych 1993 6340.4 91.1 354.0/55.8 175.1

Karkonoski 1959 5580.5 72.1 2000.0/358.0 117.6

Bory Tucholskie 1996 4613.0 85.3 60.0/13.0 75.0

Babiogórski 1954 3390.5 95.3 52.0/15.0 53.0

Pieniński (1932)d,1954 2346.2 71.0 756.0/322.0 35.2

Ojcowski 1956 2145.6 71.2 400.0/186.4 40.7

b – The National Forest Unit “Tatra Parki”, c – Forestry National Park in Białowieża, d – The National Forest Unit
“National Park in Pieniny”, e – Exluding coastal water of the Baltic Sea

by numerous tourists (e.g. Wyżnia Kira Miętusia in
Kościeliska Valley), corresponded to those of a rather
busy street, which compromised the opportunity for
people to relax and created adverse living conditions
for wild animals (Wagner et al., 2006). According to
studies on the perception of sound in the landscape of
the Tatra NP, the sounds most frequently recognised
by students were the voices of their colleagues and
tourists, the rustle of the wind, the sound of a stream
or waterfall, and the singing of birds (Madurowicz,
Szumacher, 2007). The Masurian Lake District (in
this proposed Masurian National Park) is described as
a “noise zone” due to the roar of boat engines as from
May to October as about 60 thousand people per day
sail on the lakes.

4. Questionnaire survey

In 2010, a pilot survey was conducted using elec-
tronic mail (Bernat, 2010). The services of all the na-
tional parks in Poland were asked: Have any noise mea-
surements been carried out in the ... National Park? Do

the Park Service staff believe there exist noise hazards,
and if yes, what are the sources of the noise?
According to the replies received (no replies were

received from the Narew, Świętokrzyski and Ujście
Warty national parks), noise hazards occur in the ma-
jority of national parks (no hazards were found in
the Białowieża, Biebrza, Polesie and Slovinski national
parks). However, noise measurements were carried out
rarely, only in the following parks: Drawa, Gorce,
Karkonosze, Ojcowski, Roztocze, Tatra, Wielkopolska
andWolin (most often along roads, as part of tests con-
ducted by the Inspection of Environmental Protection,
and as part of environmental impact assessments for
investment projects). In addition, general information
on noise sources was obtained.
The results of this survey were used to prepare a

detailed questionnaire on the perception of sound in
the landscape, addressed to the authorities of 23 na-
tional parks in Poland. In addition, a separate ques-
tionnaire was prepared for students of geography and
of tourism and recreation (potential tourists) at Maria
Curie-Skłodowska University (UMCS) in Lublin. Both
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surveys were conducted at the start of 2011 (Bernat,
2011). The replies from the national park authorities
(the questions were answered by the national park di-
rectors themselves or nature conservation experts, sci-
entific research experts, etc.) were compared to the
replies from students (87 persons, in this 54 women
and 33 men, participated in the survey; 46 respon-
dents were residents of Lublin while the remainder
lived mostly in other towns of the Lublin Province)
in order to show the similarities and differences in the
perception of sound in the landscape of Polish national
parks.
The questionnaire for national park authorities

consisted of 12 (mostly open) questions concerning
noise hazards and the values in soundscapes as well
as noise abatement methods. The individual ques-
tions involved the importance of sound in experiencing
the landscape of a park, characteristic sounds (sounds
characteristic of a given park, i.e. typical, representa-
tive or distinguishing, unique, special, peculiar, domi-
nant or key sounds), noise sources, degree of noise haz-
ard, places where pleasant and unpleasant soundscapes
occurred, the time of day when noise was the least tire-
some, changes in acoustic conditions over the previous
10 years, the previous presentation of acoustic values,
social conflicts associated with noise nuisance prohi-
bition, attitudes towards the conservation of acoustic
values, proposals for noise abatement measures, preser-
vation of noise-free areas and soundscapes.
The questionnaire for students consisted of two

tasks. The first one was the evaluation of the sound-
scape of the selected park (known to the respon-
dent) with regard to two features: the kind of im-
pressions (pleasant/unpleasant) and the noise level
(noisy/quiet). The semantic differential method was
used (semantic scale 1–10). The analysis included
parks that received more than 30 replies, i.e.: Roztocze,
Tatra, Ojcowski, Bieszczady, Świętokrzyski, Pieniny,
Polesie, Białowieża and Slovinski. The Magura, Narew,
Wigry, Biebrza, Drawa and Ujście Warty national
parks turned out to be the least known. The second
task concerned the characteristics of the soundscape of
the selected national park. It was assumed that the free
description method would enable, among other things,
the identification of characteristic sounds and sources
of noise hazards, as perceived by the students, and the
overall experience of the national park’s soundscape.
The selection of a specific park by the respondents was
also significant because it reflected their familiarity and
thus the frequency of their visits there and/or the de-
gree of the landscape’s impressiveness. The tasks for
the students complemented the survey for the national
park authorities, although it was assumed that the an-
swers given in both questionnaires might correspond
with each other.
Sounds were recognised as being very important or

important for experiencing the landscape in a consid-

erable majority of the parks (14 and 9 parks respec-
tively). Characteristic sounds, mainly the sounds of na-
ture, were indicated in nearly all the parks (20), e.g.
“the howling of wolves”, “the wind blowing in moun-
tain pastures” (Bieszczady NP), “the mating calls of
black grouse”, “the clanging of cranes” (Polesie NP),
“the hooting of the Ural owl in early spring” (Magura
NP), “the grunting of the bison” (Białowieża NP), “the
sound of water dripping on the floor of a cave and
echoes in the caves” (Ojcowski NP), and “the roar of
foehn winds, the rumble of waterfalls, the squishing
sound of walking on peat” (Karkonosze NP). In some
parks, tranquillity was also indicated as a characteris-
tic sound (Ojcowski NP – “the peace and quiet of the
caves”, Karkonosze NP – ”the quiet of the peat bogs”,
Tatra NP – “the tranquillity of the high mountains” off
the tourist trails). A few parks share the same sounds
of nature (e.g. the rutting of deer, the sounds of spe-
cific bird species). In the case of the Wigry park, the
sound of mining machines was mentioned (the facili-
ties of the Suwałki Mineral Materials Mines are located
about 2 km from the western boundary of the Park).
This sound is not typical of environmentally valuable
areas and not desirable though discernible. In the case
of four parks (Roztocze NP, Świętokrzyski NP, Ujście
Warty NP and NP of Wielkopolska), no characteristic
sounds were identified because it is actually difficult
to tell to what extent the sounds occurring in a given
park “cannot be found anywhere else”.
The perception of the above sounds is mainly

disrupted by car traffic and groups of noisy vis-
itors (Fig. 1). Other threats mentioned included
mass events, discos in localities close to the park’s
border (Table Mountains and Białowieża NP), the
sounds of neighbouring towns and villages (Polesie
NP, Białowieża NP, Karkonosze NP, and Tatra NP),
trains (Narew and Biebrza NP), agricultural activ-
ity (Biebrza NP), motorised hang gliders (Gorce NP),
snowmobiles (Karkonosze NP), sports and recreational
events using a PA system (Pieniny and Tatra NP),
events at hostels in the Tatras, religious ceremonies
and other events at the Święty Krzyż mountain (Świę-
tokrzyski NP), and the sound of mineral aggregate
mining machines (Wigry NP). As well as these, a grow-

Fig. 1. Threats sources connected with noise in Polish
national parks according to services of parks.
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ing threat was observed in some parks as a result of the
uncontrolled use of quads and motorcycles (individual
rallies or company events) in breach of all kinds of regu-
lations. The roar of these vehicles causes panic among
walkers, scares away animals, and generally disturbs
the peace. In consequence, places that should provide
relaxation and rest are deprived of their environmental
and aesthetic value, while people’s health and even life
are endangered.
The noise hazard was most often rated as medium.

However, in the case of four parks it was rated as high
(Drawa, Ojcowski and Karkonosze NP) or very high
(Tatra NP). The greatest noise nuisance occurs in the
daytime, particularly in the “rush hours”. In most of
the parks (14), the acoustic conditions deteriorated
over the last 10 years due to an increased number of
tourists and increased vehicle traffic on the roads sur-
rounding the park.
According to the park service staff, locations can

be identified in the park where the noise is a particu-
lar nuisance as well as places with particularly pleas-
ant soundscapes (21 parks). The former are places with
considerable vehicle traffic and those having the great-
est concentration of tourists. Places with particularly
pleasant soundscapes are characterised by a high de-
gree of naturalness (e.g. old alder carrs and other an-
cient tree stands, hollows between dunes, valleys of
streams, banks of permanent and periodic water reser-
voirs in the Kampinos NP, large forest complexes, val-
leys of rivers and streams in the Roztocze NP, open
peat bogs and wet meadows in the Polesie NP, and
mountain top areas in the Gorce NP). In some cases,
specific locations are indicated, e.g. the area of Śnieżne
Kotły or Wielki Staw in the Karkonosze park (the
moraines are barrier to the disturbing urban sounds
from Karpacz and Jagniątków).
The need to display the acoustic values is recog-

nised in 14 parks, and museum exhibitions are typically
used for this purpose. An example worth mentioning
is the Bieszczady park, where sounds characteristic of
typical ecosystems are presented as part of spherical
panoramas.
In most of the parks, the noise nuisance ban did

not cause social conflict. That being said, in as many
as 16 parks, interventions and disputes were mentioned
concerning, for example, the use of cars, including traf-
fic restrictions (Bory Tucholskie, Roztocze, Gorce and
Świętokrzyski parks) and the noisy behaviour of visi-
tors (Wolin, Magura, Drawa and Pieniny parks). Dis-
putes over noise-free zones (acc. to the Act on Envi-
ronmental Protection Law noise-free zones usually en-
compass lakes where the use of motorboats and other
motor equipment as well as the practicing of water and
motor sports are totally prohibited due to the need to
maintain suitable acoustic conditions in areas desig-
nated for relaxation and recreation; the establishment
of noise-free zones through a county council resolution

is binding for spatial planning and development in-
struments, which means that such an area may not be
used for activities that might cause increased noise lev-
els) were mentioned in the case of the Bory Tucholskie
park (Lake Charzykowskie) and Pieniny park (Lake
Czorsztyńskie). It was discussed for two years whether
Lake Czorsztyńskie (part of it being within the park’s
buffer zone) should be a noise-free zone or whether
motorboats could be used on it. The arguments by
nature conservationists and enthusiasts of quiet water
sports clashed with the interests of motorboat users
and owners of the local guesthouses. However, in 2009,
the councillors of Nowy Targ County passed a resolu-
tion sanctioning a noise-free zone and banning water
vessels powered by combustion engines.
In the vast majority of the parks (22), the need to

protect the park’s acoustic values, including tranquil-
lity, was acknowledged. Finally, possible noise abate-
ment measures were proposed, e.g. banning general
traffic on some road stretches and introducing trans-
port based on electric vehicles or horse-drawn car-
riages; moving traffic outside the park (a bypass); elim-
inating heavy-load vehicle transit; introducing lower
speed limits and load weight limits on roads; banning
quads, cross-country motorcycles and motorised hang
gliders; establishing hedges and noise barriers along
roads (subject to an assessment of their impact on
the landscape); channelling tourism traffic; limiting the
number of tourists; and constant monitoring of tourist
trails.
The soundscapes of the national parks in Poland

were rated by students as pleasant and tranquil, al-
though there are discernible differences in the evalua-
tion of particular parks (Figs. 2 and 3), as exemplified
by a comparison of the Białowieża and the Tatra parks.
In the case of the “noisy/quiet” characteristics, nearly
80% of ratings for Białowieża NP were within the range
from 7 to 10, i.e. the park’s soundscape was rated as
tranquil. The rating was similar for Bieszczady NP.

Fig. 2. Soundscape evaluation of Polish national parks in
terms of index “pleasant-unpleasant” according to students

(scale 1–10); 1 – pleasant, 10 – unpleasant.
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Fig. 3. Soundscape evaluation of Polish national parks
in terms of index “noisy-quiet” according to students

(scale 1–10); 1 – noisy, 10 – quiet.

The Tatra park was different though: ratings from 7
to 10 accounted for nearly 33% while those from 1 to 4
represented nearly 35% of the responses. These results
correspond to the responses of the park service staff
about the degree of noise hazard.
The most frequently described parks were the Roz-

tocze (16 respondents), Tatra (12), Bieszczady (11)
and Białowieża (6) national parks. Other parks de-
scribed included Polesie (3 respondents), Slovinski
(3), Wolin (2), Ojcowski, Narew, Pieniny, Karkonosze,
Świętokrzyski and Bory Tucholskie national parks (one
respondent each). The descriptions are of varying qual-
ity, although they form a very important source of in-
formation about the impressions of the students (po-
tential visitors). For example, the author of a descrip-
tion of the Tatra park emphasised that “in autumn,
when most of the tourists have gone, you can hear the
wind beating against the rocks higher up the moun-
tains. From below you can hear the sound carried along
with the smell of the soil and the forest, the moisture
that you can see and hear among the trees. Sometimes
you can hear the monophonic sound of a falling stone,
disappearing into the silence, a silence that expresses
more than many a symphony”. A description of the
Karkonoski park mentions “the sounds of the forests
and wind rustling in the forest and whistling over open
ground, but they are disturbed by relatively large num-
bers of people who are unable to behave suitably (the
excessive use of phones, iPods and other gadgets is ir-
ritating)”.
The present survey identified the awareness of noise

hazards and the value of soundscapes in particular na-
tional parks in Poland, as well as the need to pro-
tect soundscapes and possible ways of achieving this.
The questionnaire for the national park authorities
and the questionnaire for students (potential tourists)
complemented one another and gave a more complete
picture of the phenomenon. Both groups of respon-
dents were quite consistent in their evaluation of the
noise hazards. However, some responses in the ques-
tionnaires vary.

The author is aware of the limitations of the re-
search methods used due to their subjectivity. The
present findings should be treated as a basis for field
research and detailed analysis, also acoustic research.
It is the preliminary attempt of assessment the quality
of soundscapes of Polish national parks.
To supplement the questionnaire survey, the draft

conservation plans for the Bieszczady NP and the Ta-
ble Mountains NP were analysed. These draft plans
acknowledge the noise hazards, mainly linked to trans-
port and tourism traffic. The proposed solutions in-
clude restricting road traffic crossing the park. Unfor-
tunately, the draft plans make no mention of the per-
ception of sound in the landscape.

5. Conclusions and final remarks

The research findings indicate that each national
park in Poland is characterised by diverse and unique
soundscapes and is subject to the pressure of road
traffic and tourism, resulting in noise hazards. The
least attractive soundscapes (though not devoid of
any value) occur in the most visually attractive parks
(in the mountains) and parks most frequented by
tourists (Tatra and Karkonoski NP). The most attrac-
tive soundscapes are characteristic of parks not sub-
ject to intense tourism pressure and located far from
transport routes (e.g. Ujście Warty NP, Poleski NP,
Narew NP and Białowieża NP). The conservation of
the acoustic values of parks is necessary and possible.
It is essential to conduct studies on the perception

of sound in the landscape because increased noise has a
considerable disruptive effect on the perception of the
natural landscape typified by tranquillity, construed
as the audibility of the subtle sounds of nature. In en-
vironmentally valuable areas, even the distant rever-
berating drone of heavy vehicles can be perceived as
a nuisance, distorting the perception of the landscape
to an inadmissible extent. This was the argument for
including the impact of noise on the perception of land-
scape in the environmental impact assessment of the
Augustów bypass, that had originally been planned
to cross the Rospuda valley. It also is worth noting
that the construction of noise barriers along roads may
cause a deterioration of the visual aspects of landscapes
besides decreasing the noise levels. In order to prevent
the excessive use of noise barriers, in September 2012
the Ministry of the Environment raised the permit-
ted noise levels. Therefore, it can be surmised that the
soundscapes of environmentally valuable areas will be
subject to increasing threat due to road construction.
It is also necessary to eliminate factors threatening

the perception of the landscape so that the high acous-
tic quality can be preserved (valuable/characteristic
sounds must be discernible). It is also important to
continue studies on soundscapes (e.g. the preferences
of tourists by social groups), supported by acoustic
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monitoring, field observations and educational activi-
ties. The studies require an interdisciplinary approach
(combing acoustics, geography, ornithology, psychol-
ogy, sociology, etc.) as well as the collaboration of park
services, inhabitants, tourists and local governments.
The soundscape may be a factor that increases the

attractiveness of environmentally valuable areas, in-
cluding the least visually attractive parks, and it is
particularly important in view of the uneven distri-
bution of tourism traffic. Viewing soundscapes as a re-
source can make the public more attuned to the beauty
of tranquillity (the subtle sounds of nature), essential
to preserve the values represented by environmentally
valuable areas.
It is worth noting the need to take care of green

and open areas in cities as they are potential tranquil
areas. The protection of tranquil areas has been con-
sistently implemented in London as part of the city’s
noise strategy (City of London Noise Strategy 2012–
2016). Furthermore, attention is paid to the acoustic
design of public spaces, e.g. exposing iconic sounds.
Since 2012 an international scientific project has been
carried out, focussed on developing coherent meth-
ods of assessing and managing tranquil areas in cities
(Weber, 2012). In many Polish cities, efforts aimed at
designating noise-free zones have been futile.
Noise abatement cannot be limited to observing

acoustic standards; it should also include the shaping
of high quality soundscapes. The severity of noise nui-
sance is determined not only by the intensity of sound
but also by its perception. Sound in a particular space
cannot be evaluated only negatively, as a nuisance,
but should also be viewed positively, as a resource and
value.
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Contemporary tools which help to design technical objects refer to the conclusions drawn from studying
the changes of physical processes accompanying the exploitation, especially to vibroacoustic processes.
The main problem is to define such vibroacoustic measures, where their changes would model the analyzed
physical phenomena in the best way. Basing on simple indicators which refer to occurring phenomena, it is
possible to obtain accurate solutions with a satisfactory reliance level without using complex computing
techniques needing detailed descriptors. According to the author, the indicators which are based on
the analysis of vibroacoustic energy propagation are very useful in solving engineering problems. These
indicators are useful while diagnosing the condition of technical systems, identifying and minimizing the
vibroacoustic risks. The possibilities of using such indicators in order to find design solution are illustrated
by sample results of the research of the structures with vibroacoustic elements which reduce the noise of
rail vehicles by the rail vibration damping.

Keywords: vibration damping, vibroacoustic energy propagation.

1. Introduction

One of the conditions of comfortable, safe, and fail-
safe exploitation of technical objects is an appropriate
choice of conceptions of constructional solutions which
are directed to specific needs and applications. Engi-
neering works which aim to obtain established utility
values are determined by assumptions from the con-
cept stage. They are used to specify these assumptions,
develop the number of possible options and the choice
of the best one in specific conditions.
Today, two extreme approaches to solving engineer-

ing problems are worth paying attention. The first di-
rection which results from the dynamic development
and almost infinite possibilities of modern computing
tools is connected with modeling which is based on
very detailed descriptions of phenomena and processes
which can be observed in technical objects. Numerical
methods allowing to obtain the solutions of systems
with several unknowns make it possible to do complex
simulation analyses. The multitude of performed oper-
ations is no longer the barrier for modeling with a vast
number of parameters. In some scientific communities

there is an opinion that it is possible to solve any com-
plicated problem through numerical simulations, and
the conclusions from calculations are reflected in tech-
nical realities. As a rule, results of the most precise
simulation calculations cannot be transferred directly
to practical applications: they usually need empirical
verification. The reliability of obtained solutions in-
creases after identification of correct parameters of the
adopted computing model – if such identification is
based on the results of the research of real objects
(Dąbrowski, 1992).
The second approach stresses the need of theoreti-

cal analyses of phenomena taking place during the ex-
ploitation processes referring mainly to algorithms in-
cluding outlines present in the norms, directives, and
other acts. Such outlines are often based on empir-
ical indicators supported by the experiment in de-
veloping and exploiting the technical objects. Algo-
rithms of progress have the form of procedural records
and use simple qualifying criteria (often considered
by the protagonists of simulations to be unreliable
and leading to serious errors). They allow different
people to accomplish repetitive activities and obtain
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comparable and satisfactory results – making them-
selves the part of philosophy of management systems
which are gaining a greater recognition in various
fields of human activity. Improving the effectiveness
of such procedures is possible through applying in-
dicators sensitive to changes of specific features of
considered objects, these indicators relate to funda-
mental physics laws and a sense of analyzed pheno-
mena.
According to the author, there are a lot of situ-

ations when, while solving specific engineering prob-
lems, there is no need to use sophisticated and com-
plex computing techniques which are based on par-
ticular descriptors, and the use of uncomplicated in-
dicators which refer to occurring phenomena allows
to make precise conclusions (Klekot, 2012). Particu-
larly, the problem of recognizing and minimalizing vi-
broacoustic threats or evaluation of objects’ technical
state (Klekot, 1992) can be analyzed on the basis of
the value of defined indicators taking into account the
phenomena accompanying vibroacoustic energy prop-
agation.

2. Comments on the use of vibroacoustic

signal

It is generally known that the vibroacoustic sig-
nal carries a series of information potentially useful
in making conclusions about the state of a technical
object and recognizing and minimalizing the threats
of vibration and noise. The analysis of changes of
vibroacoustic energy propagation, in particular, the
analysis of the signal features reflecting these changes
(Randall, 2009;Maruyama et al., 2011) has an im-
portant role in the process of a proper exploitation and
for improvement of devices’ ergonomics (in the range
of low noise and vibration level). Because of the dy-
namic character and complexity of vibroacoustic pro-
cesses, such problems should be solved in a complex,
with taking into account the series of factors which
shape the signal form. The tool will be effective under
the condition of defining features in the form of mea-
surable parameters whose weight will depend on the
solved problem.
The starting point for further considerations will

be a signal which is recorded at least by two mea-
surement converters. We should notice that two syn-
chronously recorded signals make it possible to exam-
ine the vibroacoustic energy flow between the points
(Adamczyk et al., 1999). A greater number of places
where the signal is recorded, results in wider possi-
bilities to make conclusions in relation to the whole
object (Dąbrowski et al., 2007a). However, not al-
ways the increase in number of measuring points is
purposeful, since it inevitably leads to an uncon-
trolled increase in the number of obtained information,

whose multidimensionality will result in small useful-
ness in implementation of established goals (Natke,
Cempel, 1997). During the analysis of mutual rela-
tions, each subsequent recorded signal increases di-
mensionality of observation space, which consequently
leads to information chaos (Bolc et al., 1991). Thus,
in order to formulate a proper problem, it is im-
portant to adjust the number and kind of recorded
signals to an engineering problem which is being
solved.
On the basis of executed analyses it is possible to

try to make preliminary proposition of vibroacoustic
characteristics of the object (considered in time and
frequency domains). Such characteristics will be im-
proved with the use of modeling and with special stress
on main excitations. Modeling supported by an exper-
iment allows i.a. to optimize the location of measuring
converters in terms of realization of particular prob-
lems (Dąbrowski et al., 2007b; Deuszkiewicz et al.,
2009; Klekot, 2011).
The next step which simplifies the solution of the

problem is decomposition. On the one hand, this con-
cept is about division of the object into assemblies and
components generating vibroacoustic processes and re-
sponsible for their propagation; on the other hand, the
concept of decomposition covers decomposition of a
signal into harmonics (i.a. with the spectrum analy-
sis use) which enables one to assign particular features
to specified exploiting parameters. Numerical values of
particular harmonics will make a space which charac-
terizes vibroacoustic process, and consequently – char-
acterizing the considered technical object.
At this stage we have a big number of partially

grouped data ready for further processing or direct use.
It is experimentally proved that the process of making
effective conclusions can be occasionally carried out
without additional classification tools. The choice of
classifiers is the absolute minimum, this choice is usu-
ally preceded by the design of descriptors which are
based on the parts of the space which characterizes
the vibroacoustic process.
Verification of usefulness of the indicators and pro-

posed classifiers is possible under the condition of car-
rying out experiments on real objects, which on the one
hand will allow to execute the identification of the pa-
rameters of model, on the other hand they will narrow
the area of the value of the object parameters repre-
sented by particular descriptors.
The final result of all described stages is the presen-

tation of the state of the considered object in the form
(from the viewpoint of a task) of complete information
about its exploitation properties.
The scheme (Fig. 1) depicts a generalized procedure

with pointing at mutual relations between particular
stages. Precise description of a particular stage is pos-
sible after taking into account the nature of concrete
technical objects and problems being solved. The ele-
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Fig. 1. Scheme of using features of the vibroacoustic signal
as tools in the design process and exploitation of technical

objects.

ments of the block scheme map the actions adequate
to a detailed engineering issue.

3. Indicators of vibroacoustic energy

propagation

In order to compare dynamic signals, root mean
square value is commonly used as an uncomplicated
parameter directly proportional to the energy signal
which is variable in time (Crocker, 1998; Klekot,
2003), thus, directly connected with examined pro-
cesses. Linking root mean square values of signal am-
plitudes which are recorded at the input and output
of the system enables the proposition of indicator H
which is directly connected with energy propagation in
the form of:

H=

T∫

0

(x(t))2 dt

T∫

0

(P (t))
2 dt

, (1)

where x(t) is the initial signal, and P (t) – extortion.

In order to compare numerical values in view of a
large range of amplitudes of vibroacoustic signals the
logarithmic scale is useful:

H[log] = log(H). (2)

Such recording is one of the ways of data compres-
sion into values in a form of one number. It does not
exclude analysis of the results written in a matrix form
with the use of many indicators calculated e.g. by in-
tegration in different intervals or after the transforma-
tion of signals – which creates further big potential
research opportunities.
The conception of indicator of vibroacoustic en-

ergy propagation naturally refers to Parseval’s theo-
rem (Bendat, Piersol, 2010) from which the sameness
of the signal energy presented in time and frequency
domain results:

∞∫

−∞

x2(t)dt =

∞∫

−∞

|X(f)|2 df. (3)

It is possible, thus, to formulate an analogical in-
dicator of vibroacoustic energy propagation also in
the frequency domain. Equation (1) will replace re-
lation (4):

Hf =

∞∫

−∞

|X(f)|2 df

∞∫

−∞

|P (f)|2 df
. (4)

In relation (4) X(f) stands for the spectral density
of the signal power, P (f) stand for the spectral den-
sity of the forcing signal power, and f is the frequency
(expressed in hertz).
The measure defined in such a way truly corre-

sponds in the frequency domain to the squared gain
(square transmittance module) of a linear system with
constant parameters. A subtle difference can be no-
ticed that the gain coefficient refers to the spectral den-
sity, and the measures of vibroacoustic energy propa-
gation depend on the energy of the process reflected
by the spectrum or time course, treating equivalently
calculations in time and frequency domain.
Proposed energy indexes, which use rms amplitudes

in both domains, are calculated with the use of multi-
plication operation. The undeniable value is the possi-
bility of their selective use: by the choice of integration
interval the measure can be sensitized for low-energy
changes which are unnoticeable while observing com-
plete process accomplishment.

4. The choice of constructional solution

The implementation of indicator of vibroacoustic
energy propagation in order to choose a constructional
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solution is illustrated by the example of noise mini-
mization of the tramway. The properties of a structure
with four variants of damping elements are compared
on the basis of the results of experimental studies of
vibration accelerations of impulsively forced steel pro-
file and changes of vibroacoustic pressure in a direct
neighbourhood of the structure. The values of indi-
cators linking the RMS amplitude values of vibration
acceleration and vibroacoustic pressure with the driv-
ing force were calculated. Four constructional solutions
are illustrated by Fig. 2.

Variant A Variant B

Variant C Variant D

Fig. 2. Constructional solutions of the damping elements:
1 – rail profile, 2 – fundamental, 3 – rubber liner, 4 – damp-

ing inserts, 5 – vibroinsulating mat.

Each time the forcing pulse and accelerations of
the profile vibration and changes of vibroacoustic pres-
sure over the station were recorded. Vibrations were
forced with an impact hammer equipped with a force
transducer, the impulses of driving force were reach-
ing 3–5 kN. The indicator values of vibrations’ prop-
agation efficiency Hawere calculated according to the
dependency (5) as the average for series of 10 of sub-
sequent impulses; analogically, according to depen-
dency (6) the indicator values of sound propagation
efficiency Hp:

Ha =

T∫

0

(a(t))
2 dt

T∫

0

(P (t))
2 dt

, (5)

Hp =

T∫

0

(p(t))2 dt

T∫

0

(P (t))2 dt

. (6)

In dependencies (5) and (6) a(t) is the signal of
vibration accelerations, p(t) is the signal of the vibroa-
coustic pressure, and P (t) is the driving force.
The results obtained after the transformation of the

recorded time signal for four sets of damping elements
is illustrated in the charts. Low values of indicators rep-
resent small vibroacoustic energy propagation, which
corresponds to a better effectiveness of particular so-
lutions.
The comparison of values presented in Fig. 3 allows

to note an important role of rail rubber inserts and
vibroinsulating mat for limitation of the energy flow of
mechanical vibrations to the environment. The use of
rubber damping elements directly glued to the profile
is justified because it substantially changes dynamic
properties of the steel elastic element.

Fig. 3. Values of the efficiency indicator of sound
propagation to the environment.

While computing (according to dependency (5))
the indicator which illustrates the effectiveness of vi-
bration propagation by the examined steel profile, the
signal of vibration accelerations recorded by the ac-
celerometer fixed to the rail and extortion made with
an impact hammer were used. The value analysis from
the chart in Fig. 4 confirms an important limitation of
vibration transformation owing to the inserts.

Fig. 4. Values of the efficiency indicator of vibration
propagation by the rail.

The inserts are less important for the reduction
of transmitting the vibration from the profile into
the fundamental: in this case, the vibroinsulating mat
which is fixed between the steel profile and the funda-
mental acts as the vibration isolator. In order to evalu-
ate the effectiveness of transmitting the vibrations into
the fundamental in accordance with (5), the recorded
accelerations of fundamental vibrations were used. The
chart from Fig. 5 allows for the comparison.
Conclusions concerning the effectiveness of partic-

ular damping elements are similar if we use a different
parameter of a global nature: expressed in seconds by
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Fig. 5. Values of the efficiency indicator of vibration
propagation between the rail and fundamental.

the time after which a decaying amplitude decreases
thousand times (known as reverberation time). A lit-
tle longer time of the sound decay in the neighbour-
hood of the profile placed on the vibroinsulating mat
than without the mat (Fig. 6) can be justified by little
stiffness of the elements separating the rail from the
fundamental. The nature of the graphs in Fig. 7 and
Fig. 8 reflect the damping properties of the various
constructional solutions in analogy to the diagrams in
Fig. 4 and Fig. 5.

Fig. 6. Time of the sound decay (in seconds) in the
neighbourhood of the examined objects.

Fig. 7. Time of the rail vibration decay (in seconds).

Fig. 8. Time of the fundamental vibration decay
(in seconds).

To conclude, vibroinsulation of the designed
tramway was made in accordance with variant D pre-
sented in Fig. 1.

5. Conclusion

The research technique used during the recognition
and minimization of vibroacoustic risks and during the

evaluation of the state of objects allows to use iden-
tically defined indicators in design problems and for
exploitation diagnostics needs. The indicators refer-
ring to the physical basis of the described phenomena
are characterized by a large versatility of applications.
The computing algorithm from the point of view of
usefulness for engineering applications should satisfy
two basic conditions: have the features of an object or
phenomena and guarantee that the space of founded
descriptors is metric; the fulfillment of these two con-
ditions allows to execute some calculations on the in-
dicators.
Energy indicators work well in various domains,

even for low-energy processes with an average energy
process established in sufficiently long time it is pos-
sible (basing on the noticed changing shape of in-
stantaneous spectrums) to take into account appro-
priately chosen frequency bands and examine the en-
ergy changes in these bands. Since in many cases the
vibroacoustic energy propagation determines the func-
tional values of an object, and the part of this energy
always scatters, it is reasonable to use the descriptors
which take into account the role of structural and in-
ternal damping and individual properties of considered
objects. The example of a choice of a constructional
solution of tramway vibroinsulation on the basis of
the evaluated effectiveness of damping structures il-
lustrates one of the possibilities of specific engineering
applications of this kind of indicators.
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Recently, a new class of ceramic foams with porosity levels up to 90% has been developed as a result
of the association of the gelcasting process and aeration of the ceramic suspension. This paper presents
and discusses original results advertising sound absorbing capabilities of such foams. The authors man-
ufactured three types of alumina foams in order to investigate three porosity levels, namely: 72, 88, and
90%. The microstructure of foams was examined and typical dimensions and average sizes of cells (pores)
and cell-linking windows were found for each porosity case. Then, the acoustic absorption coefficient was
measured in a wide frequency range for several samples of various thickness cut out from the foams.
The results were discussed and compared with the acoustic absorption of typical polyurethane foams
proving that the alumina foams with high porosity of 88–90% have excellent sound absorbing properties
competitive with the quality of sound absorbing PU foams of higher porosity.

Keywords: sound absorption, porous materials, alumina foams.

1. Introduction

Sound absorptivity of porous media is determined
by its total and open porosity, flow resistivity, tortu-
osity, characteristic sizes of pores and windows link-
ing the pores. In the case of soft materials – like
polyurethane (PU) foams – the elasticity of skeleton
plays an important role in the lower frequency range.
Although PU foams are lightweight materials and some
of them have excellent sound absorbing and insulating
properties, they cannot be used in many applications,
especially, under extreme conditions such as high tem-
peratures, high intensity sound and velocity flow of air,
oil contamination and humidification – in such applica-
tions (for example, as a material for acoustical liner in
turbofan engines) metal foams (Bo, Tianning, 2009)
or ceramic foams are adequate.
Ceramic foams are light-weight materials with

unique properties such as low density, low thermal con-
ductivity, low dielectric constant, low thermal mass,

high specific strength, high permeability, high ther-
mal shock resistance, high porosity, high specific sur-
face area, high resistance to chemical corrosion, mak-
ing them indispensable for various engineering appli-
cations (Colombo, 2006; Green, Colombo, 2003).
These materials are being considered for a whole range
of potential aerospace applications, including sound
absorbers, thermal insulation, and light-weight struc-
tures.
It is well known that many of the above mentioned

parameters (like porosity, flow resistivity, pore dimen-
sions, etc.) may be controlled during the production
processes in ceramics, and their effects on sound ab-
sorption capability of porous ceramics should there-
fore be studied. Thus, for example, Takahara (1994)
investigated sound absorption of porous ceramic ma-
terial Al2O3-SiO2 with porosity from 49 to 55% (al-
though most of the presented results are for the highest
value of 55%). For samples with 55% porosity he de-
termined and compared sound absorption with respect
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to the sample thickness, namely, 50 mm or 10 mm. In
the case of the 50 mm thick sample the absorption co-
efficient exceeded 0.6 at frequencies above 500 Hz. For
the 10 mm thick sample the absorption was much in-
ferior – it exceeded 0.4 above 1 kHz; to improve it an
air gap may be added between the sample and the
reverberant enclosure (rigid wall). Therefore, the in-
fluence of such backing cavity of 85 mm depth on the
absorption of the combined (95 mm thick) system of
porous ceramic layer and air gap was also shown. For
50 mm thick samples the effect of flow resistivity and
porosity was illustrated by comparing results obtained
for three different values of these parameters. Sound
insulating characteristics of porous ceramics Al2O3-
SiO2 were also investigated by Takahara (1982) in
his earlier work where he presented transmission loss
and absorption coefficient for 25 mm-thick sample of
porous ceramics with 55% porosity.
Effects of surfactants on some intrinsic properties

of porous building ceramics were investigated by Fuji
et al. (2006). They measured the sound absorption co-
efficient in the frequency range from 0.5 to 6.5 kHz
for porous ceramics fabricated by gelcasting using dif-
ferent surfactants, namely: (a) ammonium lauryl sul-
phate, (b) fatty alcohol ethoxy sodium, and (c) poly-
(oxyethylene)-sorbitan monolaurate. The best results
were achieved for the first two surfactants, however,
they seem to be rather mediocre when comparing with
typical PU foams (although this cannot be clearly
stated, since unfortunately, the thickness of ceramic
samples is not given). The acoustic absorption coeffi-
cient is app. 0.3 at lower frequencies, exceeding 0.4 in
the higher frequency range, reaching 0.5 in the case
of ammonium lauryl sulphate. For this surfactant the
absorption is the best and the total porosity of porous
ceramics is 64.7%, whereas the open porosity is 53.4%;
in the case when the alcohol ethoxy sodium was used
they are 52.3% and 38.6%, respectively. In another
work (Zhang et al., 2006) the authors show that the
acoustic absorption can be improved when the porous
ceramics is fabricated by gelcasting using a continuous
process. By this new method a better pore size distri-
bution is achieved, which improves the total and open
porosities (to 68.3% and 73.5%, respectively), and that
has its effect on the acoustic absorption which now ex-
ceeds 0.5 at 3.3 kHz, reaching 0.7 at 6.4 kHz.
Giese et al. (2011) presented a new processing

technique – combining the freeze gelation process with
sacrificial templating – to create porous sound absorp-
tion ceramics for high-temperature applications. The
process leads to near-net shape components with open-
cell porosity which can be increased up to 74% by
adding expanded perlite as melting filler. Sound ab-
sorption was measured in the frequency range from 250
to 1400 Hz for three samples made up of ceramics with
different open porosity, namely, 74, 73, and 67%, and
various corresponding flow resistance; each of the sam-

ples had the same thickness of 30 mm. The absorption
results were very good for two samples of higher porosi-
ties, exceeding 0.4 at frequencies above 200 Hz (the
maximum value for the sample with porosity 74% was
above 0.6 at app. 400 Hz), however, the configuration
involved a 50 mm air gap behind the sample, which
generally increases the frequency range with a high ab-
sorption coefficient towards lower frequencies (notice
that the total thickness to the reverberant enclosure
was 70 mm); therefore, these results cannot be directly
compared with standard tests performed with no gap.
Sound absorption capabilities of porous zeolite with

macropores – which is a ceramic material fabricated
by high-temperature sintering – were recently investi-
gated by Cuiyun et al. (2012). They measured acous-
tic absorption coefficient in the frequency range from
200 Hz to 4 kHz for 8 ceramic samples with various
porosity, bulk density, flow resistivity, and thickness.
For three samples the porosity was 60%, for another
three it was app. 70%, for one sample it was 64%,
and it was 76% for yet another one. The mean pore
size varied from 1.1 to 2.9 mm, while it was 6.2 mm
for one sample. The sample thickness was: 15, 20, 25,
or 28 mm. The measurements showed excellent sound
absorbing properties of this ceramics: for most of the
samples the acoustic absorption exceeded 0.7 at fre-
quencies over 1.5 kHz, often with some peak/maximum
value exceeding 0.9 at 2 or 2.5 kHz. Two analytical
models – a simple two-parameter model by Delany
and Bazley, and more advanced Johnson-Allard model
(Allard, Atalla, 2009), were applied to calculate
the absorption coefficient. The latter one showed a bet-
ter fit to the experimental results, however, the ana-
lytical curves were in general very approximative: they
were very smooth (the Delany-Bazley curves were even
nearly monotonic) and no characteristic peaks were
represented.
Corrundum materials have been subject to some

acoustical measurements, like acoustic emission (see,
for example, Ranachowski et al. (2009)) or sound
absorption (see some references above), however, in
the case of the corrundum or other ceramic foams
their porosity was always significantly inferior than
the porosity of the recently developed corrundum foam
tested in the present paper. It will be shown below that
this high porosity ratio together with some microstruc-
tural features described in this paper (like typical size
of pores and windows linking the pores) contribute
to the excellent acoustical properties comparable only
with the best of PU foams.

2. Characterization of a new class

of alumina foams

In recent years, a new class of ceramic foams with
porosity levels up to 90% has been developed as a re-
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sult of the association of the gelcasting process and
aeration of the ceramic suspension containing foam-
ing agents and gelling agents (Sepulveda, Binner,
1999; Sepulveda, 1997). The in situ polymerisation
of gelling agents, led to fast solidification, resulting in
strong porous bodies. The next step is calcination fol-
lowed by sintering at high temperature.
Ceramic suspensions of alumina powder

(CT 3000 SG, Alcoa Chemie, Ludwigshafen, Ger-
many) were prepared to a solid loading of 55 vol.% by
dispersing them with 0.5 wt.% of dispersant (Darvan
821A, R.T. Vanderbilt, U.S.A.). Next, the agarose
solution as a gelling agent was added to the slurry
maintaining the temperature of all constituents at
60◦C. Foaming was conducted through agitation,
with the help of a double-blade mixer at 60◦C.
Addition of non-ionic surfactants (Tergitol TMN-10,
Aldrich, Germany) was necessary to stabilise the
foam. Gelation was performed by cooling the foam to
15◦C. The green body was then de-molded and left in
room conditions to dry. Sintering was performed at
1575◦C for 2 hours. The details are described in the
paper by Potoczek (2008). The Al2O3 foams were
manufactured in that way in the form of cylinders of
various height (thickness; see below) in three main
cases of porosity levels, namely: 72%, 88%, and 90%
(also 89.5%). Ceramic samples were cut out from
the cylinders and served for acoustic measurements
described in the next Sections.
The density of porous bodies was calculated from

the mass and dimensions of a minimum of five sam-
ples with regular shapes. The theoretical density of
fully densified alumina (3.98 g/cm3) was used as a ref-
erence to calculate the total volume fraction of poros-
ity. The microstructure of ceramic foams was observed
by scanning electron microscopy (SEM), (Jeol JSM-
5500 LV). The fractured samples first were coated with
a thin layer of gold. Pictures for monitoring the cel-
lular structure were taken for estimation of cell and
window sizes. This allowed window and cell size to be
estimated from cells which presented an equator in the
fracture surface and from windows by taking the ma-
jor axis of oblique windows as the true diameter. The
diameter of minimum 150 cells and 350 windows was
measured for each sample and the pore and window
size distributions were calculated.
The densities of alumina foams were found to be

between 0.40 and 1.11 g/cm3, and the calculated total
porosity varied between 90 and 72%, respectively. It is
important to notice that the foam porosity is strongly
related to the typical microstructural sizes, like, for ex-
ample, their pore (or cell) diameters. The microstruc-
ture of the sintered foams is presented in Fig. 1 for the
three considered cases of porosity, namely: 90, 88, and
72%. The alumina foams are typically composed of ap-
proximately spherical cells interconnected by circular
windows. The cell size and the window size decrease

a)

b)

c)

Fig. 1. SEM cross-section of alumina foams having
porosity of: a) 90%, b) 88%, and c) 72%.

with increasing of porosity in alumina foams. This is
illustrated in Figs. 2 and 3 where the cumulative frac-
tions of cell and window diameters are shown for the
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Fig. 2. Cumulative fraction of cell diameters of alumina
foams with porosity of: a) 90%, b) 88%, and c) 72%.

Fig. 3. Cumulative fraction of window diameters of alumina
foams with porosity of: a) 90%, b) 88%, and c) 72%.

three cases of porosity. Table 1 provides the median
value of cell and window sizes for these three types of
alumina foam.

Table 1. Average diameters of cells and windows
for alumina foams with particular porosity.

Porosity Average diameter [µm]

[%] of cells of windows

90 505 101

88 380 60

72 135 28

3. Acoustical testing

All acoustical measurements of ceramic samples
were performed using the so-called transfer function
method (see, for example, Chung, Blaser (1980);
Dalmont (2001); Boonen, Sas (2004)) according to
the ISO 10534-2 standard (ISO, 1998). To this end
two-microphone configuration of impedance tube was
used – the whole experimental setup is shown in Fig. 4.
A sample is set at the rigid-wall termination (or, some-
times, leaving an air gap of known thickness, between

Fig. 4. Experimental setup for measurement of acoustic
absorption coefficient of materials.

the wall and the sample) at one end in the impedance
tube. At the other end, a loudspeaker is mounted which
is driven by a broadband, stationary random signal
to generate plane acoustic waves which arrive at the
sample, penetrate it, and are reflected by the wall.
A standing-wave interference pattern results due to
the superposition of forward and backward-travelling
waves inside the tube. Basing on measurements of the
sound pressure at two fixed locations, the so-called
complex transfer function is calculated, which can be
used to determine acoustical properties of the sample,
namely: the normal acoustic impedance, the complex
reflection coefficient, and the sound absorption coef-
ficient. Operating frequency range of the instrument
depends on the spacing between the microphone po-
sitions and on the sample size. The correctness and
accuracy of the method strongly depend on the cali-
bration of microphones, which requires measurements
of the transfer function for two configurations of the
microphones, in their normal and interchanged posi-
tions. If the improved calibration procedure proposed
by Boonen, Sas (2004) is used the temperature and
ambient pressure measurements are superfluous since
then the exact estimation of the actual speed of sound
in air is not necessary.
Sound absorption capability was determined for

corrundum ceramic foams with various porosity,
namely: 90%, 88%, 72%, and again also for 89.5%.
For each of these porosities two samples were man-
ufactured in the form of cylinders with 29 mm diame-
ter and various thickness (height), see Fig. 5; the cor-

Fig. 5. Ceramic samples prepared for measurements in the
impedance tube with diameter 29 mm; the samples 5 and 6
are made up with plaster, whereas the samples 7 and 8 are
wrapped up in a thin tape in order to fit well in the tube.
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responding data for all samples are given in Table 2.
For such sample diameter the valid frequency range for
measurements in the impedance tube was from 500 Hz
to 6.4 kHz.
All samples with porosity 90% or 88% fitted very

well in the measurement tube, while the lateral sur-
faces of samples with porosity 72% were additionally
made up with plaster, and the samples with porosity
89.5% were wrapped up in a thin (transparent) tape
in order to fit well. Nevertheless, the fitting was done
accordingly to the standard procedure and it should
not affect the testing results.

Table 2. Porosity and thickness of cylindrical samples
of ceramics Al2O3.

No. Label Porosity
[%]

Thickness
[mm]

1 p90h18 90 18

2 p90h24 90 24

3 p88h14 88 14

4 p88h17 88 16.5

5 p72h16 72 16

6 p72h22 72 22

7 p89h18 89.5 18

8 p89h22 89.5 22

4. Discussion of the results

Figures 6, 7, and 8 show the curves of the acoustic
absorption coefficient determined for ceramic samples
with porosity 90%, 88%, and 72%, respectively. Addi-
tionally, on each of these graphs absorption curves for
typical polyurethane (PU) foams are shown for com-

Fig. 6. Acoustic absorption of ceramic samples with poros-
ity 90%: (a, b) thickness 18mm, face ‘A’ and ‘B’, (c) thick-
ness 24mm. Acoustic absorption of PU foams with porosity
app. 98%: (d) stiff PU foam, thickness 26mm, (e) soft PU

foam, thickness 21mm.

Fig. 7. Acoustic absorption of ceramic samples with poros-
ity 88%: (a) thickness 14 mm, (b) thickness 16.5 mm.
Acoustic absorption of PU foams with porosity app. 98%:
(c) stiff PU foam, thickness 26 mm, (d) soft PU foam, thick-

ness 16 mm.

Fig. 8. Acoustic absorption of ceramic samples with poros-
ity 72%: (a) thickness 16 mm, (b) thickness 22 mm. Acous-
tic absorption of stiff PU foam with porosity app. 98%:

(c) thickness 26 mm.

parison. The porosity of PU foams was approximately
98% (as declared by the producer) and the thickness of
samples was taken to be in some correspondence with
the thickness of relevant ceramic samples. All acous-
tical measurements were carried out for both sides
(faces) of all porous samples. In general, the opposite-
side measurements were (nearly) identical, because of
the macroscopic homogeneity of the examined porous
materials; thus, instead of showing two almost over-
lapping curves only one of them (or the average re-
sult) is presented. The both opposite-side absorption
curves are shown only for one sample p90h18 – see
curves (a) and (b) in Fig. 6 – those curves do not over-
lap and are slightly different because of some distinct
imperfections on one of the sample faces (curve (b),
face ‘B’).
One should observe that the acoustic absorption is

very good for ceramic samples with open-cell poros-
ity of 90% and 88% (Figs. 6 and 7, respectively),
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while it is poor for ceramics with closed-cell poros-
ity of 72% (see Fig. 8). Results for the open-cell ce-
ramic foams should be compared with acoustic absorp-
tion of typical polyurethane foams which are consid-
ered very good sound absorbing and insulating mate-
rials. From Fig. 6 one can see that the acoustic ab-
sorption of ceramic samples with porosity 90% (and
thickness 18 mm or 24 mm) is comparable with the ab-
sorption of soft PU foam – thickness 21 mm, curve (e)
in Fig. 6; in some frequency ranges it is even supe-
rior. Notice that at lower frequencies (app. at 0.9 kHz
and 1.8 kHz) acoustic resonances resulting from the
motion of elastic skeleton of the soft PU foam are
visible; at higher frequencies the skeleton behaviour
tends to be rigid even for the soft PU foam. This is a
typical situation for soft PU foams: the low-frequency
resonances and anti-resonances of elastic skeleton sig-
nificantly influence sound propagation and absorp-
tion; the flexibility of elastic skeleton may also be
utilized in order to improve the acoustic absorption
in semi-active (Zielinski, Rak, 2010) or active way
(Zielinski, 2008; 2010; 2011). The sound absorption
properties of PU foams may also be improved pas-
sively by changing the skeleton density and stiffness
– this can be attained by adding some inclusions in
the foam matrix, for example, rice hull (Wang et al.,
2013), or tea-leaf-fibres (Ekici, 2012). The acoustic ab-
sorption curve for a stiff PU foam – thickness 26 mm,
curve (d) in Fig. 6 – does not manifest any skele-
ton resonances and is inferior in the whole frequency
range. Similar conclusions can be drawn when com-
paring the acoustic absorption of ceramic samples of
88% porosity with the absorption of soft and stiff PU
foams. Apart form some lower frequency resonances,
the sound absorption performance for a 16 mm high
sample of soft PU foam – illustrated by the absorp-
tion curve (c) in Fig. 7 – tend to be comparable with
the absorption performance obtained for ceramic sam-
ples of similar thickness; however, it is distinctly supe-
rior around the elastic skeleton resonances at 1.1 kHz
and 2.2 kHz. The absorption coefficient for the stiff PU
foam – curve (c) in Fig. 7 – is inferior in the whole fre-
quency range.
It is important to notice that changes between the

absorption curves obtained for ceramic samples of the
same porosity but different thickness result mainly (if
not only) from that difference in thickness, and not
from some subtle local variations in morphology which
can be neglected on the macroscopic scale, especially
at lower frequencies. For example, notice that the ab-
sorption curves (a) and (b) from Fig. 7 are fairly sim-
ilar since the thickness difference between these sam-
ples with porosity 88% is not significant. This obser-
vation is also confirmed in Fig. 9, where absorption
curves are presented for all ceramic samples, and addi-
tionally, for samples with 89.5% porosity: notice that
absorption coefficients measured for samples p90h18

Fig. 9. Acoustic absorption of Al2O3 ceramic samples with
porosity: (a,b) 90%, (c,d) 88%, (e,f) 72%, (g,h) 89.5%; and
thickness: (a) 18mm, (b) 24mm, (c) 14mm, (d) 16.5mm,

(e) 16mm, (f) 22mm, (g) 18mm, (h) 22mm.

and p89h18, namely, curves (a) and (g) in Fig. 9,
are very similar (and, as a matter of fact, identical
in the lower frequency range) since the samples have
exactly the same thickness (18 mm) and nearly identi-
cal porosity (90% and 89.5%, respectively); similarly,
the results obtained for samples p90h24 and p89h22
– curves (b) and (h) in Fig. 9 – are also very close
to each other, since the samples have similar thick-
ness (24 mm and 22 mm) and nearly identical porosity
(90% and 89,5%, respectively). All this shows that alu-
mina foams are manufactured with repeatable micro-
morphology, and moreover, they are macroscopically
homogeneous and for a given porosity should mani-
fest typical values of average macroscopic parameters
relevant for sound propagation, like permeability or
tortuosity.

5. Conclusions

• The microstructure of alumina foams is typically
composed of approximately spherical cells intercon-
nected by circular windows. Depending on the poros-
ity (72–90%) the median cell size ranged from 135 to
505 µm, while the median window size varied from
28 to 101 µm.

• Such foams are highly porous ceramics. In case of
fully open-cell porosity of 88–90% the alumina foams
exhibit excellent sound absorbing properties compa-
rable with the best sound insulating polyurethane
foams.

• The repeatability of results obtained for samples cut
out from foams (with the porosity of app. 90%) pro-
duced at different times shows that alumina foams
are manufactured with recurrent micro-morphology
which is correlated with the parameter of the total
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porosity. They can be considered as macroscopically
homogeneous and isotropic.

• A typical character of the frequency-dependent
curves of the acoustic absorption coefficient confirms
that (from the modelling perspective) they can be
treated as porous media with rigid skeleton. These
curves may be utilised for some parametric estima-
tion, for example, using procedures for inverse iden-
tification of parameters for sound absorption mod-
elling of porous ceramics and other rigid porous me-
dia proposed recently by Zielinski (2012).

Acknowledgments

Financial support of Structural Funds in the Oper-
ational Programme – Innovative Economy (IE OP),
financed from the European Regional Development
Fund – Project “Modern Material Technologies in
Aerospace Industry”, No. POIG.0101.02-00-015/08, is
gratefully acknowledged. Mr. Nowak also would like to
acknowledge the financial support of the National Sci-
ence Centre (NCN) within the framework of his PhD
project No. UMO-2011/01/N/ST8/07755.

References

1. Allard J.F., Atalla N. (2009), Propagation of
Sound in Porous Media: Modelling Sound Absorbing
Materials, Second Edition, Wiley.

2. Bo Z., Tianning C. (2009), Calculation of sound ab-
sorption characteristics of porous sintered fiber metal,
Appl. Acoust., 70, 337–346.

3. Boonen R., Sas P. (2004), Calibration of the two mi-
crophone transfer function method to measure acousti-
cal impedance in a wide frequency range, Proceedings
of ISMA 2004: International Conference on Noise and
Vibration Engineering, Sas P., DeMunck M. [Eds.],
Leuven (Belgium), 325–336.

4. Chung J.Y., Blaser D. (1980), Transfer func-
tion method of measuring in-duct acoustic properties,
J. Acoust. Soc. Am., 68, 3, 907–921.

5. Colombo P. (2006), Conventional and novel process-
ing for cellular ceramics, Philosophical Transaction of
the Royal Society A, 364, 109–124.

6. Cuiyun D., Guang C., Xinbang X., Peisheng L.
(2012), Sound absorption characteristics of a high-
temperature sintering porous ceramic material, Appl.
Acoust., 73, 865–871.

7. Dalmont J.-P. (2001), Acoustic impedance measure-
ment, Part I: A review. Part II: A new calibration
method, J. Sound Vib., 243, 3, 427–459.

8. Ekici B., Kentli A., Küçük H. (2012), Improving
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The use of periodic structures as noise abatement devices has already been the object of considerable
research seeking to understand its efficiency and see to what extent they can provide a functional solu-
tion in mitigating noise from different sources. The specific case of sonic crystals consisting of different
materials has received special attention in studying the influence of different variables on its acoustic
performance.
The present work seeks to contribute to a better understanding of the behavior of these structures by
implementing an approach based on the numerical method of fundamental solutions (MFS) to model
the acoustic behavior of two-dimensional sonic crystals. The MFS formulation proposed here is used to
evaluate the performance of crystals composed of circular elements, studying the effect of varying dimen-
sions and spacing of the crystal elements as well as their acoustic absorption in the sound attenuation
provided by the global structure, in what concerns typical traffic noise sources, and establishing some
broad indications for the use of those structures.

Keywords: traffic noise, sonic crystals, numerical methods.

1. Introduction

Among different types of environmental noise
sources for which the national and European legisla-
tion established maximum noise exposure levels, the
traffic noise, with special focus on road traffic, assumes
a clear prevalence.
The World Health Organization (2011) estimates

that, considering the different impacts associated with
noise, the losses, expressed in Disability-Adjusted Life
Year (DALY), reach a value between 1.0 and 1.6 · 106,
i.e. at least a million years of healthy life are lost an-
nually as a result, mostly due to traffic noise.
Another study on the situation held in the Nether-

lands (den Boer, Schroten, 2007) indicates that the
annual loss (in 2000) due to traffic noise was approx-
imately 40 DALY × 1000 inhabitants, and this value
already accounted for about half of the total result of
traffic accidents. Moreover, the same study mentions

the growing trend of the effects of traffic noise, whereas
on traffic accidents the tendency is to decrease.
Being relatively consensual as for the need to invest

in interventions that can offset the negative effects of
this type of noise, generically one can distinguish be-
tween interventions at three different levels: at the gen-
eration (the vehicle-tire-pavement interaction), at the
propagation medium (the area surrounding the roads),
and at the reception of noise (the characteristics of the
facades of buildings in the vicinity of roads).
Fitting into the second of the above types of inter-

ventions, the use of ‘classical’ noise barriers is usually
considered an effective solution to reduce sound lev-
els, by between 5 and 10 dB, but whose performance
depends essentially on the geometry and the sound ab-
sorption characteristics of their surfaces.
This work intends to contribute to the analyses of

a different approach in the use of these barriers which
consists in using a periodic arrangement of vertical
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cylindrical elements organized in a geometric config-
uration such as to attenuate the incident sound levels,
with particular emphasis on certain frequencies. This
solution is commonly known as “sonic crystal”.
Sonic crystals get their name by analogy with or-

dered structures of semiconductor materials such as
silicon crystals whose feature of allowing certain en-
ergy waves to pass through and block others is trans-
posed, in sonic crystals, into the capacity to prevent
or limit the propagation of certain sound frequencies.
The shape of these structures corresponds to a “grid”
or “lattice” consisting of a base element which is re-
peated regularly in one, two, or three dimensions.
It is generally considered that the first evidence

that it was possible to achieve some effect of acous-
tic obstruction using structures in periodic arrays was
derived fortuitously from a sculptural element, in the
gardens of the Fundación Juan March in Madrid, con-
sisting of a number of vertical metal tubes arranged
in a rectangular grid. A series of measurements con-
ducted in 1995 by placing a set of microphones along
this sculpture revealed clear effects in attenuating cer-
tain frequency bands of sounds which were a function
of the direction of incident sound waves (Martinez-
Sala et al., 1995).
Since then, different aspects of the behavior of sonic

crystals have been studied, some of which were essen-
tially theoretical, while others focused on some poten-
tial practical applications. In the first group, aspects
such as the influence of so called point defects (Wu et
al., 2009) or the existence of waveguides in which the
sound propagates with low attenuation (Vasseur et
al., 2008) can be mentioned. In the field of the practical
uses of sonic crystals, one which may be regarded per-
haps as the most promising is their precise use for the
selective attenuation of sound, for example as traffic
noise barriers (Sánchez-Pérez et al., 2002). A very
recent work on this topic (Castiñeira-Ibáñez et al.,
2012) has addressed the classification of sonic crys-
tal barriers in terms of relevant European standards
for the determination of the intrinsic characteristics of
acoustic barriers. Although a limited set of tests was
performed in that work, the results have shown that
the sonic crystal barriers can be acoustically competi-
tive when compared with classic noise barriers used to
mitigate traffic noise.
The underlying principle behind the latter case has

to do with the aforementioned fact that these periodic
structures have an attenuation capacity in certain fre-
quency bands of sounds and with the fact that the
dominant frequencies in road traffic noise can also be
identified. Thus, by being designed to match those fre-
quencies, such structures could provide a very effective
way to mitigate traffic noise.
This application presents some advantages when

compared to conventional noise barriers such as the
fact that it does not require foundations as significant

as the latter, due to its comparatively small mass, and
the relatively small action of the wind, as it is a fairly
“open” structure (Castiñeira-Ibáñez et al., 2012).
Another important benefit is the ability to adapt its at-
tenuation capabilities to a specific site’s requirements
through an appropriate “fine tuning” of geometrical
configuration of the elements in its periodic structure.
As a disadvantage, it should be noted that to

achieve an attenuation level similar to that of a tra-
ditional noise barrier, a structure with a significant
thickness may be required. A possible solution could
arise by combining different effects, such as multiple
scattering resonances or sound absorption capabilities
in the sonic crystal (Romero Garćıa, 2010). There
are, moreover, some experiments in this direction, for
example the use of porous coatings on individual cylin-
drical of elements sonic crystals (Umnova et al., 2006)
or the use of trees arranged in different periodic geo-
metrical configurations in order to achieve noise atten-
uation outdoor (Mart́ınez-Sala et al., 2006).
A relatively consensual aspect, from the available

published literature, is that these periodic structures
provide a certain level of sound attenuation due to two
different mechanisms: the geometry of the structure
itself and also the acoustic properties of the scatter-
ers, for example their sound absorption. What is also
apparently clear is that the study of the combined ef-
fect of these two aspects, in order to correctly predict
the level of sound attenuation results, is not a trivial
procedure.
Although a significant number of works has been

published, the subject of sonic crystals is still under
development and there are several issues that need fur-
ther studying. In what concerns the numerical mod-
eling of these structures, some benefits can be taken
from adapting concepts inherited from other areas of
acoustics and wave propagation, namely in what con-
cerns the theoretical and numerical treatment of the
problem. This paper is, thereby, intended as a contri-
bution to the development of the study in this area,
proposing a general numerical strategy based on the
Method of Fundamental Solutions (MFS) to model a
2D sonic crystal noise barrier subjected to the inci-
dence of acoustic waves generated by a line source.
First, the theoretical formulation in which the numer-
ical analysis methodology is based will be presented;
the proposed model will then be verified against ref-
erence solutions; a set of results will be further laid
out, depicting different combinations of geometrical
and acoustic absorption characteristics, followed by
main conclusions and some indications regarding fur-
ther work.

2. Mathematical formulation

In the present work, MFS is adopted to perform nu-
merical simulations. Essentially, MFS is a collocation
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technique which requires only the definition of a set
of points along the physical boundaries of the prob-
lem to establish an approach to its solution. Based on
these points and making use of a linear combination
of fundamental solutions of the differential equation
governing the problem, the method allows to obtain,
in a simple manner, an approximation to the solution.
As in the better-known Boundary Element Method,
MFS requires previous knowledge of the fundamen-
tal solutions which are not always known to the type
of the problem involved; obtaining these solutions is
mathematically complex and can be extremely diffi-
cult in the case of nonlinear problems with moving
boundaries or time dependence. Still, the mathemat-
ical approach of MFS is much simpler than that of
the BEM, since its formulation does not require per-
forming any kind of integrations, analytically or nu-
merically, within the domain or along the boundary.
This method has been discussed in the literature by
various authors. Noteworthy are the works of Fair-
weather and Karageorghis (1998), Fairweather
et al. (2003), or Golberg and Chen (1999). It should
be noted that, despite its simplicity, many of the pub-
lished works show that MFS can provide a very accu-
rate calculation of solutions for different physical prob-
lems, including those related to the field of acoustics
(Alves, Valtchev, 2005; Godinho et al., 2007; An-
tónio et al., 2008) and wave propagation (Godinho
et al., 2009).
The following sections summarize the main aspects

of the method when applied to solving acoustical prob-
lems in the frequency domain.

2.1. Governing equation

It is usual to consider that the propagation of sound
in a two-dimensional space, in the frequency domain,
can be represented mathematically by the Helmholtz
equation. This equation has the usual form

∇2p+ k2p = 0, (1)

where ∇2 =
∂

∂x2
+

∂

∂y2
, p is the acoustic pressure,

k = ω/c, ω = 2πf , f is the frequency, and c is the
propagation velocity within the acoustic medium.

2.2. Fundamental solution

Given the differential equation (1), it becomes pos-
sible to define analytical solutions that satisfy the
equation under certain conditions. One such situa-
tion corresponds to free-field conditions in which the
medium is considered infinite and for which a two-
dimensional pressure field is generated by a sound
source located at point x0 of coordinates (x0, y0). This
solution, known as the fundamental solution, allows to
define the acoustic field in terms of pressure and par-

ticle velocities generated by the source at any receiver
located at point x of coordinates (x, y) as

G2D(x,x0, k) = − i

4
H(2)

0 (kr), (2)

H2D(x,x0, k,n) =
k

−4ρω
H(2)

1 (kr)
∂r

∂n
, (3)

where r =
√
(x− x0)2 + (y − y0)2, and n represents

the direction along which the particle velocity is to be
calculated.

2.3. MFS formulation

In MFS, the solution of the problem is approxi-
mated by a linear combination of fundamental solu-
tions. To formulate the method, consider a generic
problem governed by Eq. (1) where the problem’s phys-
ical boundary Γ = Γ1∪Γ2 (see Fig. 1) can be subjected
to either Dirichlet or Neumann boundary conditions
defined, respectively, by:

p = pK at Γ1, (4)

− 1

iρω

∂

∂n
p = vK at Γ2. (5)

Fig. 1. Schematic representation of the problem.

In the general case, it is not a trivial task to com-
pute a solution that simultaneously satisfies these pre-
scribed boundary conditions together with Eq. (1). To
allow obtaining one such solution, consider a set of NS
virtual sources located outside the field of analysis, and
assume that the pressure field at any domain point x
can be represented by a linear combination of the ef-
fects of NS sources positioned at points xj , so that

p(x, k) =

NS∑

j=1

QjG(x,xj , k), (6)

where Qj is an amplitude factor associated with each
of the virtual sources and which is, a priori, unknown.
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For the problem under study, and given such repre-
sentation of the pressure field, consider, additionally,
a set of NC collocation points distributed along the
boundary (see Fig. 1). Imposing the desired boundary
conditions (Eqs. (4) and (5)) at each of the NC collo-
cation points, two sets of equations can be written:

NS∑

j=1

QjG(xi,xj , k) = pK,i for each xi at Γ1, (7)

NS∑

j=1

QjH(xi,xj , k,n) = vK,i for each xi at Γ2, (8)

where pK,i and vK,i are the sound pressure and the
normal particle velocity values, respectively, to be pre-
scribed at each collocation point i.
Establishing these equations, a system with NC

equations for NS unknowns can be written, allowing
the calculation of the unknown amplitude factors Qj.
If NS = NC, a linear equation system is obtained for
which the solution can be calculated making use of
common solution procedures such as the Gauss elimi-
nation.
It is worth noting that besides the two boundary

conditions indicated in Eqs. (4) and (5), it is some-
times useful to impose mixed, or Robin, boundary con-
ditions. In acoustics, this can be the case of absorbing
boundaries to which surface impedance Z is ascribed.
In that situation, the boundary condition can be writ-
ten as

p

i/ρω × ∂p/∂n
= Z. (9)

To enforce this boundary condition, a combination of
Eqs. (7) and (8) must be written for the relevant col-
location points, which becomes

NS∑

j=1

[QjG(xi,xj , k)− ZQjH(xi,xj , k,n)] = 0. (10)

3. Model verification

To verify and assess the accuracy of the proposed
MFS model described in the previous section, two dif-
ferent configurations will be here analyzed correspond-
ing to systems with one or multiple inclusions.
As a first test, consider that the system includes

just a single circular inclusion placed within an infinite
fluid medium with density of 1.22 kg/m3 and allowing
sound to propagate at 340 m/s. The circular inclusion
has a rigid surface and exhibits a radius of 0.1 m, be-
ing centered at (x = 0.0 m; y = 0.0 m); this inclusion
is illuminated by a source located at (x = −0.5 m;
y = 0.0 m), and the response is determined at a set of
receivers located over a circumference of radius 0.2 m,
with the same center as the inclusion. This configura-
tion is illustrated in Fig. 2a.

a)

b)

c)

Fig. 2. Geometry of the model (a) and convergence re-
sults when analyzing a single rigid circular inclusion with
a radius of 0.1 m. Results are shown for 1 kHz (b) and

2 kHz (c).
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To analyze the proposed configuration, MFS is here
used, positioning the virtual sources inside the inclu-
sion, equally spaced along a circumference; different
distances between these sources and the boundary are
tested ranging from 0.1R to 0.9R. Figures 2b and 2c
illustrate the relative L2 error norm computed for fre-
quencies of 1 kHz and 2 kHz, for different numbers of
collocation points; as a reference for the calculation
of this error, an analytical solution of this problem is
used based on works of Tadeu et al. (2001). In addi-
tion, a similar curve is presented for the more classic
BEM model, also for increasingly refined discretiza-
tions. It should be noted that each of these plots can
be viewed as a set of convergence curves computed for
each of the considered distances, and thus gives impor-
tant information related to numerical behavior of the
method.
Analyzing the two figures, it can be observed that

MFS presents very good convergence rates for all an-
alyzed distances, clearly surpassing the behavior of
the BEM for this test case. Moreover, one can con-
clude that by positioning the sources at larger dis-
tances from the boundary leads to increasingly better
results, reaching excellent convergence rates for dis-
tances equal or larger than 0.5R. The best convergence
rates are obtained when the sources are positioned as
far from the boundary as possible (e.g. concentrated
near the center); however, for this case, the conver-
gence curve reaches a point above which the results do
not improve with the increase in the number of collo-
cation points, since the equation system becomes pro-
gressively more ill-conditioned, affecting the quality of
the results.
A second test case was analyzed to verify the pro-

posed model, corresponding to a more complex config-
uration in which eight circular inclusions, each of them
with a radius of 0.1 m, are illuminated by a source lo-
cated at the same position as indicated above; in addi-
tion, Robin boundary conditions (as defined in Eq. (9))
with Z = 1000 Pa·s/m are imposed along all bound-
aries. For this case, results are computed using MFS
with 15 collocation points (and positioning the virtual
sources at a distance 0.5R) and BEM with 30 bound-
ary elements. The response is computed at a line of
receivers located at x = 1.0 m. Figure 3a illustrates
the proposed configuration.
Figure 3b exhibits the calculated results for a fre-

quency of 2 kHz, over the indicated line of receivers.
Here, a perfect match between the two numerical meth-
ods can be seen, revealing the excellent behavior of
MFS in the analysis of this specific type of problem,
even when Robin conditions are considered. It should
also be noted that the finer discretization required by
BEM, together with the need to perform integrations
over each boundary element, leads to a much higher
computational effort of this method when compared
with MFS.

a)

b)

Fig. 3. Comparison with the results computed using a BEM
model for 2 kHz when the geometry consists of eight circu-
lar inclusions (a) with Robin boundary conditions. The re-
sults (b) are computed using 30 boundary elements (BEM)
or 15 collocation points (MFS) to discretize each circle.

4. Discussion of numerical results

As previously mentioned, the main mechanisms by
which sonic crystals provide specific levels of sound
attenuation or insertion loss, are the geometry of its
basic periodic structure, or lattice, and the acoustic
properties of its individual scatterer elements. In what
follows, the proposed MFS formulation is applied to
analyze the influence of different combinations of those
aspects when a periodic structure is used as a noise
barrier alongside a road, as illustrated in Fig. 4.

Fig. 4. General configuration for the studied cases.

For this purpose, the traffic assumes the role of
the noise source, a small area (a window for exam-
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ple) of a nearby house shall correspond to the re-
ceiver, and a sonic crystal noise barrier will be lo-
cated between them, materialized by a set of vertical
cylinders, either rigid or with some level of acoustic
absorption. Those cylinders are considered to be ar-
ranged in two distinct lattice configurations, typical of
sonic crystals, namely square or triangular, as shown
in Fig. 5.

a)

b)

Fig. 5. Square (a) and triangular (b) lattice configurations
of the sonic crystal.

Throughout the different analyses presented in the
following, the situation shown above is studied by
means of frequency domain responses calculated on a
horizontal plane, as the geometry of the problem can
be considered constant along the z-axis (vertical). For
such a case, the MFS model described in the previ-
ous sections can be used to simulate the pressure field
around the structure of the sonic crystal.
In order to replicate a realistic situation, based on

the usual dimensions from a typical cross section of
a road, the positions of the source and receivers will
correspond, in the axis system shown in Fig. 4, respec-
tively, to values of x = −6.5 m and x = 7.5 m. As for
the y-axis values, the analyses were made considering
the receiver close to the center of the barrier along that

axis (consisting of five distinct receiver points along a
length of 0.80 m). The source was initially assumed to
be located in front of the receiver (at half the length
of the crystal), although in further calculations its lo-
cation will additionally be considered in other posi-
tions.
The analysis carried out sought to evaluate the in-

fluence in the sonic crystal’s sound attenuation fea-
tures for different geometrical parameters (the num-
ber of cylinders in the sonic crystal, the diameter of
the cylinders, the spacing between cylinders, the po-
sition of the noise source and also the random vari-
ability of the diameter of the cylinders) as well as
the acoustic absorption characteristics of the scatte-
rers.

4.1. Influence of the number

of cylinders

As the intention is to examine the attenuation re-
lated to road traffic noise, given that it is usual to
consider that this noise exhibits a maximum sound
level near 1000 Hz (Sandberg, 2003), at this stage
the attenuation values evaluated corresponded to five
individual frequencies in the region of this maximum,
specifically 600, 800, 1000, 1200, and 1400 Hz.
In analyzing the influence of the number of cylin-

ders, the purpose is to establish the minimum num-
ber of scatterers that can provide nearly stable lev-
els of attenuation at those frequencies, for each of the
two lattice configurations previously mentioned. Along
the y-axis, that number will correspond to the small-
est “length” along that direction so that the diffrac-
tion effect near the extremities of the structure be-
comes negligible. In trying to keep the solutions as eco-
nomical as possible, the “width” of the sonic crystals,
along the x-axis, will be kept at two or three cylin-
ders.
Consequently, N being the number of cylinders

along the y-axis, we will have arrangements for each
of the cases of 2N cylinders or 3N cylinders.
As for the other geometrical parameters of the sonic

crystals, given that they are supposed to embody road
noise barriers, to avoid very dense structures and en-
sure the cylindrical elements are sufficiently robust but
have a plausible dimension if obtained from trees, the
diameter of the cylinders was assumed to be 0.20 m,
and the distance between the centers of cylinders, i.e.
the lattice constant, a = 0.40 m.
The sound attenuation was then evaluated for each

of the five frequencies already mentioned, for increases
in the number of cylinders along the y-axis, in multi-
ples of five, until the values of the sound attenuation
can be perceived stabilizing for the various frequen-
cies, indicating that negligible diffraction phenomena
occur at edges of the sonic crystals. The results are
summarized in Figs. 6 and 7.
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Fig. 6. Insertion Loss (in dB) vs number of cylinders (square configuration).

Fig. 7. Insertion Loss (in dB) vs number of cylinders (triangular configuration).

In view of these results, the minimum numbers of
cylinders along the y-axis for the different configura-
tions under consideration were established as follows:

• Square configuration:
2N = 40 cylinders / 3N = 40 cylinders;

• Triangular configuration:
2N = 40 cylinders / 3N = 40 cylinders.

From this point on, the attenuation values are ob-
tained by means of an energetic average within each
of five 1/3 octave frequency bands with centers at 630,
800, 1000, 1250, and 1600 Hz. For this purpose, fre-

Fig. 8. Insertion Loss (in dB) vs diameter of cylinders (square configuration).

quencies between 562.5 Hz and 1777.5 Hz, with an in-
crement of 7.5 Hz, were analyzed.

4.2. Influence of the diameter of the cylinders

In this case, assuming sonic crystals with the num-
ber of cylinders established in the preceding section
for different lattice configurations and maintaining a =
0.40 m, the attenuation values were calculated consid-
ering diameters of 0.20, 0.15, and 0.10 m. The results
are shown in Figs. 8 and 9, referring to the center fre-
quency of the five 1/3 octave frequency bands defined
above.
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Fig. 9. Insertion Loss (in dB) vs diameter of cylinders (triangular configuration).

From these values, a noticeably higher attenuation
can be seen to occur when the triangular lattice con-
figurations (particularly the one with 2×40 cylinders)
are used. Indeed, for those configurations, peak atten-
uation values at the frequency band of 1000 Hz are ob-
servable, with insertion loss values as high as 4.5 dB.
Interestingly, and mostly for the square lattice config-
uration, negative values of the IL (amplification) may
be observable which can be strongly related to the fact
that the source and the receivers are at similar posi-
tions in the y-axis. For that case, the sound may travel
directly through the gap between cylinders which could
have a waveguide-type effect generating some amplifi-
cation.

Fig. 10. Insertion Loss (in dB) vs lattice constant a (square configuration).

Fig. 11. Insertion Loss (in dB) vs lattice constant a (triangular configuration).

4.3. Influence of the spacing between

the cylinders

Assuming, once again, sonic crystals with the di-
mensions used in the preceding point and cylinders
with a diameter of 0.20 m, the influence of the dis-
tance between the centers of cylinders, i.e. the lat-
tice constant a, was analyzed. The sound attenua-
tion corresponding to values for that spacing of 0.50,
0.40, and 0.30 m, for the different configurations, was
determined, and the results are shown in Figs. 10
and 11.
The main conclusion that can be drawn from these

figures is that variation of the lattice constant induces
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very pronounced variations of performance in terms of
attenuation. There is no clear advantage of any of the
tested scenarios, which makes it difficult to identify
the best choice. However, it can be stated that, in
these results, the smaller attenuation provided by the
square configuration compared to the triangular one
is again very clear.
Comparing the results computed for the three val-

ues of the lattice constant it can be seen that strong
variations occur between the tested cases. Indeed, al-
though the smaller value (0.3 m) seems to provide bet-
ter results when the square lattice is used, in some
cases it seems to be outperformed by other values of
this spacing. As an example, observing the results for
the triangular lattice with 3×40 elements, it is pos-
sible to conclude that this spacing is clearly inade-
quate when analyzing the 800 Hz and 1000 Hz fre-
quency bands; by contrast, on the lower and higher
frequency bands, the results reveal a very good effi-
ciency, with high values of the IL.

4.4. Influence of the random variability

of the cylinders’ diameter

The possibility of using natural resources, such as
timber logs, to build a sonic crystal noise barrier could

Fig. 12. Insertion Loss (in dB) vs diameter variability (square configuration).

Fig. 13. Insertion Loss (in dB) vs diameter variability (triangular configuration).

mean using scatterers that are not entirely identical
concerning their diameter.
Therefore, in the present section the aim is to

investigate if small diameter variations can produce
a substantial difference in terms of the sound at-
tenuation provided by the structure. In the pre-
sented results, a lattice constant of 0.40 m is as-
sumed.
For each of the lattice configurations under study,

a possible maximum random variation of 10 and 20%
of the reference diameter (0.20 m) is analyzed. The
computed sound attenuation values are presented in
Figs. 12 and 13. In the cases where random variations
of the diameters are assumed, the results correspond
to an average of three separate computations. One
should note that the random variation in those cases
is applied separately for each element of the struc-
ture, thus generating structures with heterogeneous el-
ements. From the presented results, only small differ-
ences of sound attenuation seem to occur when random
variations of the diameter of the scatterer elements ex-
ist. Indeed, even when a maximum 20% diameter vari-
ation is assumed, the calculated insertion loss values
are only very slightly changed, with maximum vari-
ations of less than 0.5 dB in all analyzed frequency
bands.
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4.5. Influence of the incidence angle

of the sound waves

As stated above, the relative position of source
and receivers can generate significant changes in the
sound attenuation results. This topic is addressed in
the present section by trying to find out how a longer
path and different obstructions from the scatterers af-
fect the sound attenuation at the receiver. The noise
source was considered in three different positions, re-
lated to the “length” L of the sonic crystal, namely
y = 0, y = 1/4L, and y = 1/2L (which was the po-
sition assumed in the preceding sections), as shown in
Fig. 14.

Fig. 14. Different positions of the noise source.

For each of the three positions of the source, the
sound attenuation values for the five frequency bands
were calculated. The resulting calculations, related to

Fig. 15. Insertion Loss (in dB) vs noise source position (square configuration).

Fig. 16. Insertion Loss (in dB) vs noise source position (triangular configuration).

the different lattice configurations, with a = 0.40 m
and cylinders with 0.20 m in diameter, are presented
in Figs. 15 and 16.
The presented results clearly reveal the strong in-

fluence of the relative position of source and receivers.
As the source is positioned nearer to the extremity
of the sonic crystal (further away from the receiver),
the insertion loss computed for the square lattice be-
comes progressively higher. As stated before, when the
source and receivers are aligned around the same y-
coordinates, a direct travel path may exist and almost
no attenuation is observed. This path no longer seems
to exist when the source is positioned further from the
receivers’ position, and thus higher attenuation values
are generated. In the presence of triangular lattices, a
similar, but less evident, effect is also seen. For that
case, the most prominent feature is that the atten-
uation reaches higher values for the lower frequency
bands, for which insertion loss values of more than
8 dB (for the 3×40 triangular configuration) may be
observed.

4.6. Influence of the acoustic absorption

of the cylinders

Taking into consideration the possible use of cylin-
ders made of different materials, the effect of different
sound absorption coefficients (α) was also studied.
Attenuation values were computed for each of the three
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positions of the noise source discussed in the previous
section. The results are presented in Figs. 17 and 18,
for α = 0.1, 0.3, and 0.5. To implement these values of
the absorption coefficient, Robin boundary conditions
are considered at boundaries of each cylinder. A real-
valued impedance given by

Z = ρ c
1 +

√
1− α

1−
√
1− α

, (11)

with c = 340 m/s and ρ = 1.22 kg/m3, is then consid-
ered.
In Fig. 17, corresponding to results computed for

the square lattice, it can be observed that by pro-
gressively increasing the sound absorption coefficient,
increased values of the insertion loss are obtained
throughout the studied frequency bands. This fact was
very much expected, since the presence of an absorbing
surface allows sound energy to be progressively dissi-

Fig. 17. Insertion Loss (in dB) vs noise source position (square configuration) for varying values of the absorption coefficient.

pated whenever one of those surfaces is hit by acoustic
waves. Curiously, the effect of those absorbing surfaces
is also quite significant when the source and the re-
ceivers are aligned, which indicates that the waveg-
uide effect referred before is strongly attenuated by
those absorbent materials. Indeed, observing the re-
sults for the higher absorption coefficient (α = 0.5) it
can be seen that interesting values of the insertion loss
are computed for all source positions, representing a
marked improvement when compared with the results
computed for α = 0.1. For this case (α = 0.5), peak
insertion loss values are reached at 1000 Hz (for the
2×40 structure) and 1250 Hz (for the 3×40 structure),
for which IL values of 10 dB and 15 dB are reached
when the source is further away from the receivers,
and of 4 dB and 6 dB when the source is aligned with
those receivers. These attenuation values can be seen
as noteworthy in what concerns traffic noise attenua-
tion.
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Fig. 18. Insertion Loss (in dB) vs noise source position (triangular configuration) for varying values of the absorption
coefficient.

Finally, the results in Fig. 18 illustrate the evo-
lution of the attenuation for the case of the triangu-
lar lattice. For this case, the conclusions that may be
drawn are, globally, very similar to those stated for
the square lattice. However, as the computed values of
the insertion loss are, generally, higher for this config-
uration, this seems to suggest that in an actual road
barrier application, the triangular configuration might
be considered more adequate.

5. Final remarks

The present work addressed the use of sonic crys-
tals as noise barriers to mitigate road traffic noise
by means of an approach based on a numerical tech-
nique called the Method of Fundamental Solutions.
This technique was adopted, as it appeared to be par-

ticularly well suited to the requirements of the topic
being studied, largely due to the geometric character-
istics of the structures employed.
The accuracy of the model in evaluating the sound

pressure in the presence of multiple cylindrical inclu-
sions is analyzed by benchmarking the results against
those computed using the better known Boundary El-
ement Method. The comparison yielded very favor-
able indications in favor of MFS, namely regarding
discretization of the problem and computation times,
compared with those when BEM was used.
Several arrangements were studied, covering differ-

ent combinations of geometrical and acoustic absorp-
tion characteristics, and the influence of those aspects
in the resulting attenuation values provided by the
sonic crystals was analyzed, allowing some broad indi-
cations to be established. For example, when compar-
ing the effect of using a triangular or square lattice, the
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results seem to show a trend for better performance, in
terms of the calculated insertion loss, when structures
with a triangular lattice configuration are used.
Another apparently clear implication of the results

is the influence of the location of the noise source on the
overall sound attenuation. When assuming the source’s
position in different locations, noticeable variations of
the insertion loss are registered at the receiver’s posi-
tion, which appears to suggest the possible existence
of some sort of waveguide action. As this can lead to
highly divergent outcomes, from the receiver’s point of
view, such possibility should be thoroughly examined
by carrying out additional analyses.
The results presented in this work appear to indi-

cate that the use of MFS may have a good potential
to be employed in further research in this subject. Fu-
ture developments will predictably include the analy-
sis of more complex arrangements, regarding both the
geometrical parameters of the periodic structure and
acoustical properties of the scatterers. Another rele-
vant topic for further development is related with the
three-dimensional effect of the sonic crystal which, in
a real configuration, has a limited height and thus may
also be affected by diffraction effects occurring at its
top. From a more experimental point of view, further
investigation will certainly be required in terms of lab-
oratory and field tests, using physical models, to allow
the validation of the numerical results.
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Portuguesa de Acústica (SPA) and the Sociedad
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(1)Centro de Acústica Aplicada y Evaluación no Destructiva,
Consejo Superior de Investigaciones Cient́ıficas (CAEND-CSIC)

C/ Serrano 144, 28005 – Madrid, Spain;
e-mail: adela.crespo@csic.es; manuel.recuero@upm.es; gerardo.galvez@csic.es; adrian.begona@csic.es

(2)Centro de Tecnoloǵıa Biomédica,
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When two pure tones of slightly different frequency are presented separately to each ear, the listener
perceives a third single tone with amplitude variations at a frequency that equals the difference between
the two tones; this perceptual illusion is known as the binaural auditory beat (BB). There are anecdotal
reports that suggest that the binaural beat can entrain EEG activity and may affect the arousal levels,
although few studies have been published.
There is a need for double-blind, well-designed studies in order to establish a solid foundation for

these sounds, as most of the documented benefits come from self-reported cases that could be affected by
placebo effect. As BBs are a cheap technology (it even exists a free open source programmable binaural-
beat generator on the Internet named Gnaural), any achievement in this area could be of public interest.
The aim in our research was to explore the potential of BBs in a particular field: tasks that require
focus and concentration. In order to detect changes in the brain waves that could relate to any particular
improvement, EEG recordings of a small sample of individuals were also obtained.
In this study we compare the effect of different binaural stimulation in 7 EEG frequency ranges. 78

participants were exposed to 20-min binaural beat stimulation. The effects were obtained both quali-
tative with cognitive test and quantitative with EEG analysis. Results suggest no significant statistical
improvement in 20-min stimulation.

Keywords: binaural auditory beats, attention, frequency following response.
PACS no.: 43.66.Pn

1. Introduction

Binaural waves stimulation at different frequencies
has been used in the past two decades in the treatment
of many diseases and also to modify different states
such as pain, relaxation, meditation, anxiety, and also
to improve attention and memory.
Binaural tones are subjective auditory sensations

which occur as a result of receiving two tones of slightly
different frequencies, each in a different ear. Binaural
waves were discovered by Heinrich Wilhelm Dove in
1839.
The binaural hearing beats occur in the brain stem

in response to auditory stimulation produced by two

pure tones of slightly similar frequency, each in a dif-
ferent ear. The upper grove located in the brainstem
is responsible for interpreting the frequency difference,
which is called the binaural tone (Oster, 1973). For
example, if we issue a 110 Hz tone in the right ear and
another 115 Hz tone in the left ear, the frequency dif-
ference between the two will be 5 Hz, and this is the
binaural tone (Lane et al., 1998).
The ability of a human to hear binaural beats seems

to be a result of evolutionary assimilation. Many ad-
vanced species can detect binaural beats, depending
on a skull size (Kasprzak, 2011).
The binaural tones are the result of neuronal fir-

ing overlapping at an appropriate level of the auditory
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path, coming from the right and left ear. The binaural
tones show how neuronal firing in the auditory nerve
maintains the phase information of the received signal
(Kasprzak, 2011; Ozimek et al., 2008). The route of
the auditory nerve to the brain allows the exchange of
information coming from both sides, before the sound
reaches the cortex, ensuring conscious listening. This
exchange occurs at least in two areas of the auditory
nerve: in the upper olive grove body, small mass of
gray matter located in the ventral pontine reticular
system (in charge of contralateral integration of au-
ditory system), and transfers it to other area, the in-
ferior colliculus (Schwarz, Taylor, 2005). The two
signals arriving from different ears are connected in the
brain, resulting in a third signal called the binaural
tone (Kasprzak, 2011; Padmanabhan et al., 2005).
Listening to binaural beats provides the informa-

tion to the network system, also called the diffuse acti-
vation system, a large area of the brain that looks like
a network, which makes decisions about the clarity,
concentration, and awareness. If either internal (feel-
ings, behaviors, or beliefs) or external (perceived by
the senses) stimuli are not in conflict with information
willing, the reticular system modifies the activity of
brain waves, adjusting these to the frequency binaural
tone. This is a natural function of homeostasis. The
brain regulates automatic body functions to maintain
homeostasis. The reticular system tries to maintain
homeostasis in a natural way, controlling and main-
taining sustainable states of brain wave activity all the
time (unless you get external or internal information).
Thanks to the fact that the frequency characteristics
of the auditory signal and the frequency of brain waves
are similar, the reticular system begins processing the
information coming from the auditory signal, believing
that the information coming in binaural tone comes of
brain wave activity (Smith et al., 1975;Wahbeh et al.,
2007). The term used for this synchronization process
in the literature is “entrainment”.
With the development of EEG, it became increas-

ingly clear that certain frequencies can induce changes
in the EEG, for instance binaural waves in the delta
range (1–4 Hz) are associated with sleep, those in the
theta range (4–8 Hz) relate to a slow brain activity,
while those that are in the alpha range are associated
with awake states (8–13 Hz). The binaural beats in the
beta range (16–24 Hz) occur in states of alertness and
concentration (Lane et al., 1998).
Foster (1991) examined the effects of stimulation

in the alpha range (Foster, 1990), combined with
neurofeedback in this range. The results of this study
suggest that the combination of binaural tones with
neurofeedback result in increased production of al-
pha comparing with application of neurofeedback only,
but also the group receiving only binaural stimulation
waves had higher alpha production than any of the
groups. Lane et al. (1998) provide evidence on the fre-

quency response of runoff to 7 Hz and its direct effect
on psychomotor development and mood.
C. Kasprzak examined experimentally the effect of

a binaural wave in 20 subjects (Kasprzak, 2011). The
carrier frequency was 100 Hz, 73 dB SPL, with 20 min-
utes of binaural stimulation. In this study, positive
statistical results are obtained on the modification of
cortical arousal with binaural frequencies. Also an en-
trainment at 10 Hz for 4 of the subjects was found.
Among many applications that are commercial,

binaural waves seem to help achieve deeper and faster
meditative states. Meditation techniques are used to
achieve altered states of consciousness, developing
awareness and perception, reduce stress, and increase
a positive attitude (Barušs, 2001). We found spe-
cific patterns in the EEG of meditators when com-
pared with subjects who have never meditated as
well when compared against baseline state (Aftanas,
Golocheikine, 2002).
Lavallee and Koren (2011) conducted a study

with 8 subjects, of whom half were expert medita-
tors and half rookies, subjected to two different bin-
aural stimulation, 7 Hz to facilitate meditation and
the other 15 Hz to hinder meditation (Lavallee et
al., 2011). The results evidenced that novices had less
power theta and increased gamma in 15 Hz condition.
This result suggest experienced meditators have devel-
oped techniques, over the years of practice, to main-
tain a deep state of meditation while blocking external
stimuli (Lavallee et al., 2011).
Susan Kennel (2010) studied the effectiveness of

binaural stimulation to reduce symptoms of inatten-
tion in teenagers. The study confirmed the utility of
binaural waves. It was a randomized, double blind and
placebo control study with 20 young people who lis-
tened to 20 min stimulation, 3 times per weeks dur-
ing 3 weeks. They used TOVA, Color Trails test and
Homework Problem Checklist to evaluate the cogni-
tive change. They didn’t find any significant attention
results despite the feedback from parents was very pos-
itive (Kennel et al., 2010).
There were similar studies that found positive re-

sults on attention tasks (Lane et al., 1998).
There is a need for double-blind, well-designed

studies in order to establish a solid foundation for these
sounds, as most of the documented benefits come from
self-reported cases that could be affected by placebo
effect. As BBs are a cheap technology (it even exists a
free open source programmable binaural-beat genera-
tor on the internet named Gnaural), any achievement
in this area could be of public interest. The aim in
our research was to explore the potential of BBs in a
particular field: tasks that require focus and concen-
tration. In order to detect changes in the brain waves
that could relate to any particular improvement, EEG
recordings of a small sample of individuals were also
obtained.
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2. Materials and methods

2.1. Study design

This study is a randomized, double blind, placebo
controlled exploratory pilot investigation in order to
determine the effect of two different binaural beat stim-
ulations in the theta and beta ranges and therefore es-
tablish the start methodology to continue research in
this area of interest.
We have divided experiments into two parts,

A and B; in Experiment A we measured the im-
provement in attention with different tests, while in
Experiment B we measured EEG modifications.

2.2. Setting a sample

Experiment A: We have recruited 60 members
of general public from Madrid, included men and
women (28 females and 32 males; mean (± s.d.) aged
28.9 ± 4.3 years) who were new to binaural beat stim-
ulation and who consented to participate. Exclusion
criteria were neurological diseases and left-handedness.
They were informed about the general goal of the re-
search and rules of their particular experiment, and
completed an audiometric test to assure they suffered
no major hearing loss.
Experiment B : We have recruited 18 members of

general public from Madrid (5 females and 13 males,
aged 26.6 ± 7.49 years), who were new to binaural
beat stimulation and who consented to participate. Ex-
clusion criteria were neurological diseases and right-
handedness. They were informed about the general
goal of the research and rules of their particular ex-
periment, and completed an audiometric test to assure
they suffered no major hearing loss.

2.3. Procedures

Experiment A: Participants were blindly allo-
cated to one of three groups according to a prede-
termined computer-generated random sequence. They
listened for 20 minutes via standard headphones to a
commercial binaural audio beat (Binaural commercial
Group, n = 20), an identical soundtrack without these
tones (Placebo Group, n = 20), or a self-made audio
including several layers of BBs (Binaural experimental
Group, n = 20). The commercial beat audio had the
BBs embedded in a fluctuating pink noise that was
used also in the self-made audio (the noise that all
the Placebo Group listened to). All were instructed to
relax and listen with closed eyes in a comfortable posi-
tion. After 20 minutes, the participants were asked to
open their eyes and, without removing the headphones,
were requested to complete three different tasks: the
test on differences perception (Repáraz et al., 1996),
used to evaluate attention and perceptive skills; the 5
digit test, used to measure the processing speed of the
subjects and their ability to direct and switch their

attention control; and the EMAV-2, used to measure
sustained attention and quality of attention.
When the three tests were completed, headphones

were removed and participants were questioned about
any unusual feeling during the course of the experi-
ment.
Experiment B : Participants were blindly allo-

cated to one of three groups according to a prede-
termined computer-generated random sequence. They
listened for 20 minutes via standard headphones to
a commercial binaural beat audio (Binaural commer-
cial Group, n = 6), an identical soundtrack without
these tones (Placebo Group, n = 6), or a self-made
audio including several layers of BBs (Binaural exper-
imental Group, n = 6). EEG was used in this study,
as we were interested in changes evoked by BBs, and
data from 3-min period prior to listening were firstly
recorded (baseline). After that, participants listened
for 20 minutes via standard headphones to one of the
same three audios as described in the first experiment.
All were instructed to relax and listen with closed eyes
in a comfortable position. After that, headphones were
removed and participants were questioned about any
unusual feeling during the course of the listening.

2.4. Instrumentation

2.4.1. Stimulation

20-min stimulation with sampling frequency of
44100 and 16 bits. The commercial audio consisted in
2 binaural beats on theta (4 Hz) and beta (16 Hz) at
200 Hz and 250 Hz carrier tones with 13 dB dynamic
range; self- made audio consisted in 4 binaural beats
in theta (4 Hz) at 100 Hz, 200 Hz, 250 Hz, and 300 Hz
carrier tones with another four binaural beats in beta
(16 Hz) at 500 Hz, 650 Hz, 750 Hz, and 900 Hz carrier
tones with 18 dB dynamic range. We selected those
particular frequencies of the binaural tones because we
wanted to test the effects of commercial audio aimed
at improving concentration and this worked for these
frequencies binaural, both have pink noise because it is
more comfortable to listen binaural beats, the placebo
signal consist in the pink noise with 15 dBs All devel-
oped with MATLAB.
Acoustic pressure levels of the applied acoustic

stimuli are given in Table 1.

Table 1. Acoustic Pressure Levels of applied stimuli.

Commercial
audio

Self-made
audio

Placebo
audio

Channel L

Leq,1min 83.2 dB 78.3 dB 83.2 dB

LAeq,1min 75.3 dBA 72.9 dBA 75.3 dBA

Channel R

Leq,1min 84.6 dB 80 dB 84.6 dB

LAeq,1min 76 dBA 73 dBA 76 dBA
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For the application of sound we used Philips
SHH9567 headphones.

2.4.2. EEG

EEG was recorded by a Brainvision Braimnamp
EEG at 29 scalp points (International 10/20 system)
with simultaneous registration of ECG during 20 min.
Sampling rate was 1000 Hz. Mid-forehead electrode
was the ground and Nuprep cream was placed on each
electrode.
Spectral analysis of the EEG was calculated of-

fline. A 30-second time interval free of artifacts was
extracted from the baseline resting state and at 5, 10,
15, and 20 minutes of listening. The extracted inter-
vals were notch-filtered at 50 Hz and band pass fil-
tered between 1 Hz and 70 Hz. EEG power was com-
puted by FFT for the following frequency bands: delta
(1–4 Hz), theta (4–8 Hz), alpha (8–12 Hz), beta (12–
30 Hz), gamma (30–40 Hz), and for two narrow bands
(0.2 Hz width) centered at 4 Hz and 16 Hz. Entrain-
ment was defined for each band and electrode as the
ratio of power between stimulation and pre-stimulation
(baseline).
Therefore, we calculated four matrixes of 29 × 7

entrainment values for every subject in the experiment.
As the number of entrainment values was very high

(29 electrodes × 7 bands × 4 moments), we considered
results significant for p < 0.01, in order to minimize
type I errors. A non-parametric Kruskal-Wallis analy-
sis of variance was performed.

2.4.3. Perception test of differences

The perception test of differences was developed to
assess the speed and hits in partially ordered stimula-
tion pattern similarities and differences. It is a discrim-
ination test based on the similarities and differences
principles. This type of testing have been shown pos-
itive correlations with general intelligence (Reparaz
et al., 1996).
The test consists of 60 graphic elements, in blocks

of three elements each; the task is to determine which
of the three faces is different from the other two.

2.4.4. EMAV test

The EMAV test assesses the attention capacity and
effectiveness in children and adults. This test provides
evidence on sustained attention in simple tasks of vi-
sual analysis and synthesis. It provides two levels of
focus: Sustained Attention (AS) and Quality of Atten-
tion (CA) (Pérez, Lago, 2000).

2.4.5. Five Digit Test

The Five Digit Test is a tool to evaluate cognitive
processing speed, the ability to focus and refocus at-

tention, and ability to cope with interference. Based
on the known Stroop effect, but instead of using words
and colors as stimulus, figures or digits are employed
in this test, allowing for a greater variety of tasks and
possibility to be used with less educated people, even
those who do not know the language or cannot read
(Sedó, 2004).

3. Results

Experiment A: There was no significant differ-
ence in scores between groups for any of the three tests
(Table 2). A non-parametric Kruskal-Wallis analysis of
variance was performed. Data are presented in Table 1
as the mean ± s.d. p < 0.05 was considered signifi-
cant.

Table 2. Statistic analysis results.

Test Placebo
Binaural
commercial
group

Binaural
experimental
group

p

Perception of differences

Score 51.5±6.9 49.6±6.6 49.1±7.9 0.52

5 digit

Reading
time 19.6±3.5 21.5±5.0 19.4±3.6 0.36

Counting
time 20.9±2.7 21.9±3.3 20.9±3.4 0.38

Election
time 31.9±7.0 31.3±4.5 29.0±4.9 0.43

Alternation
time 37.2±9.1 38.6±5.0 37.2±7.3 0.23

EMAV-2

Inhibition 12.3±6.7 9.8±5.5 9.5±4.3 0.54

Flexibility 17.5±8.3 17.1±5.5 17.7±7.1 0.77

Experiment B : As the number of entrainment
values was very high (29 electrodes × 7 bands × 4 mo-
ments), we considered results significant for p < 0.01,
in order to minimize type I errors. A non-parametric
Kruskal-Wallis analysis of variance was performed but
we could not find any significant differences between
the three groups for any electrode, band, or moment
of stimulation. The results of KruskalWallis analysis of
variance are given for commercial audio (Tables 3–6),
for self-made audio (Tables 7–10), and placebo audio
(Tables 11–14).

• Commercial Audio,

• Self-made Audio,

• Placebo Audio.
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Table 3. Entrainment at 5 min (Commercial Audio). Kruskal-Wallis p-significance.

Electrode
Bands

Delta Theta Alpha Beta Gamma Narrow 4 Hz Narrow 14 Hz

Fp1 0.03 0.46 0.03 0.17 0.46 0.60 0.60

Fp2 0.03 0.60 0.05 0.12 0.60 0.75 0.35

F3 0.17 0.46 0.05 0.07 0.60 0.17 0.46

F4 0.03 0.12 0.03 0.07 0.75 0.25 0.35

C3 0.07 0.17 0.05 0.17 0.75 0.03 0.60

C4 0.25 0.05 0.03 0.75 0.35 0.07 0.35

P3 0.03 0.07 0.03 0.60 0.05 0.03 0.35

P4 0.03 0.03 0.03 0.92 0.07 0.05 0.35

O1 0.03 0.05 0.03 0.75 0.05 0.05 0.03

O2 0.04 0.35 0.04 0.35 0.08 0.04 0.35

F7 0.17 0.60 0.03 0.25 0.60 0.03 0.75

F8 0.17 0.60 0.03 0.25 0.60 0.03 0.75

T7 0.17 0.46 0.03 0.46 0.46 0.03 0.75

T8 0.07 0.60 0.05 0.07 0.75 0.12 0.35

P7 0.03 0.25 0.03 0.92 0.05 0.03 0.07

P8 0.03 0.05 0.03 0.75 0.07 0.03 0.05

Fz 0.25 0.12 0.05 0.35 0.46 0.60 0.75

Cz 0.12 0.75 0.03 0.60 0.46 0.46 0.60

Pz 0.03 0.07 0.03 0.17 0.05 0.03 0.75

FC1 0.75 0.35 0.03 0.92 0.60 0.07 0.46

FC2 0.75 0.05 0.03 0.75 0.75 0.03 0.92

CP1 0.05 0.25 0.03 0.12 0.07 0.03 0.60

CP2 0.05 0.03 0.03 0.35 0.07 0.12 0.35

FC5 0.12 0.17 0.03 0.60 0.46 0.03 0.92

FC6 0.46 0.92 0.03 0.25 0.46 0.17 0.35

CP5 0.07 0.46 0.03 0.75 0.05 0.03 0.60

CP6 0.07 0.46 0.03 0.75 0.05 0.03 0.60

TP9 0.05 0.60 0.03 0.12 0.92 0.03 0.60

TP10 0.05 0.92 0.03 0.03 0.92 0.07 0.92

Table 4. Entrainment at 10 min (Commercial Audio). Kruskal-Wallis p-significance.

Electrode
Bands

Delta Theta Alpha Beta Gamma Narrow 4 Hz Narrow 14 Hz

Fp1 0.92 0.12 0.17 0.75 0.25 0.46 0.46

Fp2 0.92 0.35 0.12 0.46 0.25 0.75 0.92

F3 0.75 0.92 0.17 0.75 0.35 0.75 0.92

F4 0.46 0.12 0.12 0.75 0.35 0.92 0.75

C3 0.46 0.12 0.05 0.60 0.46 0.07 0.25

C4 0.46 0.03 0.07 0.03 0.46 0.46 0.03

P3 0.17 0.05 0.03 0.35 0.12 0.05 0.17

P4 0.07 0.05 0.03 0.60 0.12 0.12 0.75

O1 0.05 0.03 0.03 0.75 0.07 0.03 0.46

O2 0.08 0.08 0.08 0.69 0.14 0.04 0.35

F7 0.75 0.46 0.12 0.60 0.35 0.75 0.92

F8 0.75 0.46 0.12 0.60 0.35 0.75 0.92

T7 0.75 0.46 0.07 0.46 0.60 0.35 0.46

T8 0.35 0.17 0.05 0.75 0.92 0.75 0.75

P7 0.12 0.12 0.03 0.92 0.12 0.07 0.46

P8 0.25 0.05 0.03 0.92 0.07 0.05 0.46

Fz 0.75 0.75 0.35 0.92 0.75 0.35 0.60

Cz 0.25 0.05 0.12 0.75 0.35 0.60 0.60

Pz 0.35 0.05 0.03 0.46 0.05 0.03 0.35

FC1 0.60 0.05 0.12 0.03 0.60 0.05 0.07

FC2 0.60 0.05 0.12 0.07 0.60 0.92 0.17

CP1 0.35 0.12 0.05 0.35 0.17 0.03 0.12

CP2 0.60 0.05 0.05 0.35 0.12 0.92 0.46

FC5 0.75 0.35 0.12 0.92 0.35 0.25 0.25

FC6 0.92 0.46 0.03 0.92 0.75 0.35 0.75

CP5 0.17 0.46 0.03 0.75 0.17 0.25 0.46

CP6 0.17 0.46 0.03 0.75 0.17 0.25 0.46

TP9 0.17 0.12 0.03 0.25 0.46 0.25 0.46

TP10 0.25 0.12 0.03 0.35 0.12 0.12 0.46
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Table 5. Entrainment at 15 min (Commercial Audio). Kruskal-Wallis p-significance.

Electrode
Bands

Delta Theta Alpha Beta Gamma Narrow 4 Hz Narrow 14 Hz

Fp1 0.46 0.12 0.17 0.75 0.07 0.46 0.35

Fp2 0.25 0.07 0.17 0.92 0.12 0.92 0.60

F3 0.75 0.46 0.07 0.92 0.46 0.75 0.60

F4 0.75 0.75 0.03 0.92 0.25 0.75 0.46

C3 0.17 0.03 0.03 0.46 0.92 0.05 0.35

C4 0.46 0.05 0.05 0.46 0.60 0.05 0.46

P3 0.03 0.05 0.03 0.92 0.17 0.12 0.05

P4 0.03 0.03 0.03 0.92 0.25 0.07 0.46

O1 0.05 0.03 0.05 0.92 0.12 0.12 0.03

O2 0.08 0.08 0.08 0.69 0.14 0.14 0.89

F7 0.60 0.25 0.12 0.35 0.75 0.60 0.60

F8 0.60 0.25 0.12 0.35 0.75 0.60 0.60

T7 0.25 0.05 0.07 0.35 0.92 0.17 0.75

T8 0.25 0.07 0.12 0.75 0.75 0.05 0.46

P7 0.07 0.07 0.05 0.92 0.12 0.07 0.12

P8 0.05 0.05 0.05 0.60 0.12 0.05 0.92

Fz 0.60 0.60 0.05 0.46 0.75 0.75 0.35

Cz 0.25 0.05 0.05 0.17 0.92 0.46 0.92

Pz 0.03 0.03 0.03 0.25 0.12 0.07 0.35

FC1 0.92 0.07 0.05 0.46 0.07 0.03 0.92

FC2 0.75 0.35 0.07 0.92 0.75 0.25 0.75

CP1 0.12 0.03 0.03 0.60 0.07 0.12 0.05

CP2 0.07 0.03 0.03 0.12 0.46 0.12 0.35

FC5 0.25 0.46 0.05 0.46 0.25 0.35 0.92

FC6 0.46 0.35 0.03 0.75 0.46 0.75 0.25

CP5 0.05 0.05 0.03 0.75 0.07 0.12 0.12

CP6 0.05 0.05 0.03 0.75 0.07 0.12 0.12

TP9 0.12 0.35 0.03 0.35 0.07 0.12 0.92

TP10 0.25 0.05 0.03 0.35 0.35 0.05 0.75

Table 6. Entrainment at 20 min / final (Commercial Audio). Kruskal-Wallis p-significance.

Electrode
Bands

Delta Theta Alpha Beta Gamma Narrow 4 Hz Narrow 14 Hz

Fp1 0.92 0.75 0.25 0.75 0.75 0.92 0.46

Fp2 0.92 0.75 0.17 0.75 0.75 0.75 0.92

F3 0.75 0.60 0.60 0.25 0.92 0.92 0.07

F4 0.75 0.35 0.25 0.92 0.46 0.92 0.17

C3 0.92 0.03 0.46 0.92 0.75 0.25 0.35

C4 0.75 0.03 0.25 0.35 0.92 0.92 0.46

P3 0.05 0.17 0.12 0.46 0.75 0.12 0.17

P4 0.07 0.07 0.12 0.25 0.92 0.12 0.75

O1 0.07 0.12 0.12 0.12 0.60 0.12 0.60

O2 0.08 0.08 0.14 0.08 0.69 0.08 0.50

F7 0.92 0.92 0.25 0.92 0.17 0.35 0.07

F8 0.92 0.92 0.25 0.92 0.17 0.35 0.07

T7 0.60 0.46 0.17 0.60 0.60 0.03 0.35

T8 0.46 0.25 0.46 0.75 0.92 0.46 0.46

P7 0.07 0.12 0.17 0.17 0.46 0.07 0.92

P8 0.17 0.05 0.12 0.46 0.60 0.12 0.75

Fz 0.75 0.92 0.35 0.60 0.75 0.60 0.35

Cz 0.75 0.17 0.12 0.25 0.92 0.46 0.25

Pz 0.05 0.03 0.07 0.35 0.46 0.05 0.35

FC1 0.35 0.03 0.60 0.05 0.60 0.03 0.03

FC2 0.35 0.92 0.12 0.75 0.46 0.92 0.35

CP1 0.46 0.12 0.05 0.92 0.92 0.12 0.25

CP2 0.17 0.05 0.12 0.92 0.75 0.12 0.75

FC5 0.75 0.75 0.35 0.92 0.92 0.17 0.35

FC6 0.75 0.92 0.35 0.92 0.92 0.92 0.75

CP5 0.25 0.25 0.17 0.92 0.60 0.12 0.92

CP6 0.25 0.25 0.17 0.92 0.60 0.12 0.92

TP9 0.17 0.35 0.05 0.17 0.46 0.17 0.25

TP10 0.12 0.25 0.03 0.75 0.75 0.12 0.60
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Table 7. Entrainment at 5 min (Self-made Audio). Kruskal-Wallis p-significance.

Electrode
Bands

Delta Theta Alpha Beta Gamma Narrow 4 Hz Narrow 14 Hz

Fp1 0.75 0.92 0.46 0.46 0.05 0.60 0.60

Fp2 0.75 0.75 0.46 0.75 0.12 0.75 0.46

F3 0.75 0.25 0.92 0.03 0.25 0.75 0.17

F4 0.25 0.17 0.92 0.12 0.03 0.92 0.35

C3 0.60 0.92 0.60 0.46 0.35 0.03 0.12

C4 0.35 0.75 0.60 0.25 0.35 0.25 0.92

P3 0.03 0.12 0.07 0.46 0.05 0.35 0.17

P4 0.07 0.60 0.46 0.75 0.05 0.92 0.60

O1 0.12 0.35 0.05 0.75 0.17 0.35 0.75

O2 0.35 0.69 0.89 0.35 0.35 0.69 0.14

F7 0.46 0.92 0.46 0.35 0.35 0.75 0.35

F8 0.46 0.92 0.46 0.35 0.35 0.75 0.35

T7 0.75 0.60 0.46 0.60 0.92 0.35 0.25

T8 0.75 0.46 0.60 0.92 0.60 0.92 0.92

P7 0.35 0.46 0.25 0.92 0.17 0.46 0.46

P8 0.35 0.92 0.92 0.46 0.17 0.92 0.60

Fz 0.46 0.17 0.46 0.05 0.03 0.60 0.35

Cz 0.92 0.35 0.35 0.17 0.03 0.35 0.17

Pz 0.12 0.35 0.25 0.46 0.17 0.46 0.25

FC1 0.35 0.92 0.46 0.03 0.25 0.03 0.25

FC2 0.12 0.12 0.46 0.17 0.05 0.05 0.75

CP1 0.75 0.17 0.25 0.46 0.07 0.75 0.25

CP2 0.60 0.46 0.35 0.75 0.05 0.92 0.75

FC5 0.35 0.75 0.60 0.25 0.25 0.05 0.46

FC6 0.35 0.46 0.92 0.75 0.92 0.12 0.60

CP5 0.35 0.35 0.25 0.92 0.17 0.46 0.35

CP6 0.35 0.35 0.25 0.92 0.17 0.46 0.35

TP9 0.92 0.60 0.60 0.92 0.07 0.46 0.46

TP10 0.46 0.60 0.60 0.75 0.60 0.75 0.75

Table 8. Entrainment at 10 min (Self-made Audio). Kruskal-Wallis p-significance.

Electrode
Bands

Delta Theta Alpha Beta Gamma Narrow 4 Hz Narrow 14 Hz

Fp1 0.92 0.75 0.92 0.46 0.03 0.35 0.17

Fp2 0.60 0.92 0.75 0.17 0.12 0.46 0.35

F3 0.60 0.92 0.92 0.60 0.12 0.60 0.60

F4 0.25 0.92 0.75 0.12 0.03 0.92 0.46

C3 0.46 0.75 0.17 0.92 0.75 0.75 0.25

C4 0.75 0.60 0.92 0.75 0.07 0.35 0.60

P3 0.12 0.60 0.75 0.92 0.05 0.75 0.46

P4 0.35 0.46 0.60 0.46 0.12 0.75 0.60

O1 0.05 0.35 0.03 0.92 0.05 0.60 0.75

O2 0.08 0.50 0.14 0.50 0.22 0.50 0.50

F7 0.92 0.92 0.25 0.92 0.92 0.35 0.92

F8 0.92 0.92 0.25 0.92 0.92 0.35 0.92

T7 0.12 0.60 0.60 0.92 0.92 0.46 0.75

T8 0.17 0.75 0.92 0.60 0.92 0.75 0.92

P7 0.12 0.25 0.05 0.46 0.05 0.35 0.75

P8 0.17 0.46 0.35 0.60 0.05 0.75 0.92

Fz 0.25 0.75 0.75 0.25 0.03 0.60 0.25

Cz 0.92 0.60 0.75 0.60 0.05 0.25 0.75

Pz 0.25 0.75 0.92 0.60 0.25 0.75 0.92

FC1 0.75 0.60 0.92 0.75 0.25 0.25 0.75

FC2 0.35 0.46 0.60 0.60 0.05 0.25 0.92

CP1 0.92 0.75 0.92 0.75 0.17 0.75 0.75

CP2 0.75 0.60 0.92 0.60 0.12 0.60 0.92

FC5 0.60 0.46 0.25 0.05 0.35 0.60 0.25

FC6 0.35 0.92 0.60 0.92 0.25 0.92 0.92

CP5 0.12 0.60 0.12 0.92 0.05 0.75 0.46

CP6 0.12 0.60 0.12 0.92 0.05 0.75 0.46

TP9 0.07 0.60 0.12 0.75 0.25 0.75 0.46

TP10 0.25 0.92 0.35 0.60 0.60 0.60 0.35
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Table 9. Entrainment at 15 min (Self-made Audio). Kruskal-Wallis p-significance.

Electrode
Bands

Delta Theta Alpha Beta Gamma Narrow 4 Hz Narrow 14 Hz

Fp1 0.92 0.17 0.07 0.17 0.07 0.75 0.35

Fp2 0.60 0.35 0.25 0.17 0.25 0.60 0.60

F3 0.92 0.46 0.05 0.12 0.46 0.92 0.35

F4 0.75 0.92 0.12 0.25 0.75 0.60 0.92

C3 0.03 0.60 0.03 0.35 0.92 0.35 0.60

C4 0.25 0.60 0.03 0.46 0.12 0.60 0.46

P3 0.12 0.25 0.12 0.35 0.03 0.17 0.46

P4 0.12 0.12 0.12 0.75 0.03 0.12 0.92

O1 0.03 0.12 0.03 0.35 0.03 0.12 0.75

O2 0.22 0.22 0.08 0.89 0.08 0.22 0.69

F7 0.60 0.35 0.12 0.25 0.92 0.17 0.46

F8 0.60 0.35 0.12 0.25 0.92 0.17 0.46

T7 0.17 0.92 0.25 0.35 0.92 0.12 0.75

T8 0.05 0.75 0.46 0.46 0.60 0.17 0.35

P7 0.05 0.17 0.05 0.60 0.12 0.17 0.92

P8 0.12 0.35 0.12 0.92 0.07 0.12 0.75

Fz 0.75 0.46 0.12 0.17 0.12 0.75 0.60

Cz 0.07 0.60 0.12 0.35 0.05 0.92 0.07

Pz 0.12 0.12 0.25 0.35 0.03 0.12 0.35

FC1 0.92 0.35 0.07 0.07 0.75 0.60 0.17

FC2 0.75 0.35 0.05 0.12 0.60 0.92 0.75

CP1 0.12 0.60 0.12 0.35 0.12 0.25 0.12

CP2 0.12 0.12 0.05 0.46 0.03 0.17 0.17

FC5 0.25 0.60 0.05 0.25 0.92 0.75 0.17

FC6 0.12 0.75 0.05 0.35 0.25 0.75 0.92

CP5 0.12 0.60 0.07 0.46 0.17 0.35 0.75

CP6 0.12 0.60 0.07 0.46 0.17 0.35 0.75

TP9 0.05 0.35 0.05 0.75 0.17 0.25 0.46

TP10 0.07 0.60 0.12 0.35 0.92 0.35 0.35

Table 10. Entrainment at 20 min / final (Self-made Audio). Kruskal-Wallis p-significance.

Electrode
Bands

Delta Theta Alpha Beta Gamma Narrow 4 Hz Narrow 14 Hz

Fp1 0.25 0.12 0.12 0.92 0.03 0.92 0.75

Fp2 0.35 0.46 0.17 0.60 0.46 0.60 0.75

F3 0.75 0.35 0.25 0.35 0.07 0.46 0.25

F4 0.35 0.92 0.35 0.17 0.03 0.60 0.46

C3 0.35 0.35 0.25 0.75 0.46 0.92 0.05

C4 0.25 0.92 0.35 0.35 0.03 0.60 0.75

P3 0.12 0.46 0.25 0.35 0.05 0.25 0.03

P4 0.12 0.25 0.25 0.75 0.03 0.25 0.25

O1 0.12 0.25 0.03 0.35 0.03 0.12 0.03

O2 0.14 0.22 0.08 0.69 0.22 0.22 0.69

F7 0.17 0.25 0.17 0.46 0.60 0.46 0.46

F8 0.17 0.25 0.17 0.46 0.60 0.46 0.46

T7 0.60 0.25 0.46 0.75 0.75 0.35 0.35

T8 0.17 0.92 0.60 0.46 0.60 0.60 0.92

P7 0.46 0.92 0.12 0.92 0.03 0.35 0.25

P8 0.07 0.35 0.17 0.92 0.03 0.25 0.75

Fz 0.35 0.35 0.12 0.46 0.25 0.92 0.46

Cz 0.35 0.60 0.12 0.46 0.25 0.35 0.12

Pz 0.17 0.25 0.25 0.35 0.03 0.17 0.05

FC1 0.25 0.35 0.35 0.46 0.75 0.35 0.35

FC2 0.75 0.92 0.25 0.60 0.25 0.92 0.60

CP1 0.35 0.75 0.35 0.75 0.05 0.25 0.03

CP2 0.35 0.46 0.35 0.75 0.05 0.25 0.17

FC5 0.46 0.60 0.17 0.12 0.60 0.75 0.03

FC6 0.12 0.46 0.35 0.60 0.25 0.92 0.60

CP5 0.25 0.60 0.12 0.46 0.03 0.60 0.12

CP6 0.25 0.60 0.12 0.46 0.03 0.60 0.12

TP9 0.12 0.25 0.17 0.35 0.60 0.12 0.07

TP10 0.07 0.92 0.12 0.35 0.35 0.25 0.75
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Table 11. Entrainment at 5 min (Placebo audio). Kruskal-Wallis p-significance.

Electrode
Bands

Delta Theta Alpha Beta Gamma Narrow 4 Hz Narrow 14 Hz

Fp1 0.17 0.05 0.35 0.25 0.25 0.17 0.35

Fp2 0.25 0.35 0.60 0.25 0.35 0.12 0.25

F3 0.25 0.12 0.92 0.46 0.92 0.60 0.25

F4 0.92 0.25 0.92 0.25 0.92 0.25 0.60

C3 0.60 0.12 0.92 0.25 0.60 0.17 0.46

C4 0.60 0.07 0.46 0.92 0.60 0.46 0.46

P3 0.92 0.46 0.60 0.46 0.92 0.75 0.46

P4 0.46 0.35 0.35 0.46 0.60 0.46 0.75

O1 0.60 0.75 0.92 0.60 0.46 0.46 0.75

O2 0.89 1.00 1.00 0.78 0.48 0.48 0.05

F7 0.35 0.07 0.75 0.46 0.75 0.25 0.46

F8 0.35 0.07 0.75 0.46 0.75 0.25 0.46

T7 0.60 0.60 0.46 0.35 0.75 0.75 0.05

T8 0.92 0.12 0.60 0.60 0.07 0.75 0.92

P7 0.75 0.92 0.75 0.07 0.75 0.92 0.75

P8 0.60 0.46 0.35 0.92 0.60 0.75 0.35

Fz 0.25 0.46 0.46 0.25 0.35 0.92 0.35

Cz 0.60 0.60 0.35 0.25 0.46 0.25 0.35

Pz 0.75 0.60 0.35 0.35 0.46 0.60 0.92

FC1 0.60 0.25 0.17 0.75 0.75 0.35 0.35

FC2 0.75 0.60 0.75 0.46 0.25 0.46 0.46

CP1 0.35 0.46 0.25 0.60 0.92 0.12 0.46

CP2 0.35 0.60 0.35 0.75 0.75 0.25 0.75

FC5 0.60 0.35 0.75 0.60 0.35 0.60 0.60

FC6 0.92 0.07 0.92 0.25 0.17 0.60 0.75

CP5 0.46 0.12 0.35 0.46 0.25 0.35 0.60

CP6 0.46 0.12 0.35 0.46 0.25 0.35 0.60

TP9 0.75 0.60 0.92 0.03 0.92 0.60 0.60

TP10 0.75 0.12 0.92 0.46 0.60 0.75 0.75

Table 12. Entrainment at 10 min (Placebo audio). Kruskal-Wallis p-significance.

Electrode
Bands

Delta Theta Alpha Beta Gamma Narrow 4 Hz Narrow 14 Hz

Fp1 0.07 0.07 0.60 0.35 0.35 0.07 0.25

Fp2 0.05 0.05 0.35 0.05 0.17 0.05 0.35

F3 0.35 0.25 0.75 0.25 0.60 0.12 0.60

F4 0.46 0.35 0.75 0.92 0.46 0.25 0.92

C3 0.92 0.25 0.46 0.46 0.75 0.60 0.25

C4 0.92 0.12 0.46 0.75 0.92 0.75 0.25

P3 0.46 0.92 0.35 0.92 0.92 0.75 0.60

P4 0.92 0.25 0.12 0.92 0.25 0.46 0.60

O1 0.46 0.75 0.46 0.46 0.35 0.60 0.92

O2 0.12 1.00 0.21 1.00 0.58 0.33 0.40

F7 0.12 0.25 0.60 0.46 0.46 0.75 0.60

F8 0.12 0.25 0.60 0.46 0.46 0.75 0.60

T7 0.75 0.75 0.92 0.25 0.75 0.75 0.75

T8 0.92 0.05 0.60 0.35 0.17 0.75 0.60

P7 0.60 0.92 0.46 0.35 0.60 0.92 0.92

P8 0.75 0.75 0.35 0.92 0.03 0.92 0.60

Fz 0.60 0.60 0.75 0.92 0.92 0.25 0.60

Cz 0.35 0.75 0.12 0.75 0.46 0.75 0.92

Pz 0.75 0.35 0.17 0.60 0.35 0.60 0.60

FC1 0.75 0.92 0.60 0.75 0.60 0.25 0.60

FC2 0.92 0.75 0.75 0.75 0.17 0.25 0.92

CP1 0.60 0.60 0.35 0.46 0.46 0.60 0.35

CP2 0.75 0.75 0.25 0.92 0.92 0.60 0.75

FC5 0.92 0.75 0.75 0.25 0.25 0.60 0.35

FC6 0.25 0.25 0.75 0.92 0.92 0.05 0.60

CP5 0.60 0.12 0.35 0.46 0.75 0.92 0.46

CP6 0.60 0.12 0.35 0.46 0.75 0.92 0.46

TP9 0.75 0.75 0.92 0.17 0.92 0.75 0.92

TP10 0.75 0.46 0.75 0.60 0.75 0.60 0.46
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Table 13. Entrainment at 15 min (Placebo audio). Kruskal-Wallis p-significance.

Electrode
Bands

Delta Theta Alpha Beta Gamma Narrow 4 Hz Narrow 14 Hz

Fp1 0.92 0.35 0.60 0.17 0.92 0.12 0.35

Fp2 0.60 0.35 0.75 0.35 0.60 0.07 0.12

F3 0.35 0.25 0.46 0.03 0.35 0.60 0.03

F4 0.75 0.25 0.75 0.17 0.25 0.46 0.03

C3 0.46 0.12 0.25 0.35 0.17 0.25 0.35

C4 0.17 0.07 0.92 0.17 0.75 0.75 0.05

P3 0.92 0.12 0.05 0.07 0.17 0.25 0.46

P4 0.35 0.07 0.05 0.07 0.25 0.46 0.03

O1 0.46 0.17 0.07 0.07 0.17 0.17 0.46

O2 0.12 0.21 0.04 0.02 0.01 0.67 0.48

F7 0.35 0.35 0.35 0.17 0.75 0.75 0.25

F8 0.35 0.35 0.35 0.17 0.75 0.75 0.25

T7 0.60 0.25 0.46 0.60 0.92 0.75 0.25

T8 0.75 0.07 0.60 0.92 0.25 0.75 0.75

P7 0.92 0.17 0.07 0.17 0.12 0.12 0.05

P8 0.35 0.17 0.05 0.07 0.12 0.92 0.03

Fz 0.46 0.25 0.92 0.12 0.92 0.75 0.07

Cz 0.75 0.35 0.46 0.07 0.92 0.25 0.03

Pz 0.25 0.07 0.05 0.07 0.12 0.12 0.35

FC1 0.75 0.35 0.35 0.92 0.92 0.46 0.60

FC2 0.92 0.35 0.92 0.75 0.35 0.92 0.12

CP1 0.92 0.17 0.03 0.12 0.12 0.17 0.05

CP2 0.92 0.25 0.05 0.25 0.92 0.12 0.25

FC5 0.35 0.17 0.35 0.12 0.12 0.46 0.25

FC6 0.35 0.25 0.92 0.35 0.35 0.92 0.05

CP5 0.46 0.05 0.07 0.60 0.46 0.12 0.35

CP6 0.46 0.05 0.07 0.60 0.46 0.12 0.35

TP9 0.35 0.17 0.07 0.46 0.12 0.35 0.05

TP10 0.25 0.17 0.35 0.17 0.75 0.60 0.05

Table 14. Entrainment at 20 min / final (Placebo audio). Kruskal-Wallis p-significance.

Electrode
Bands

Delta Theta Alpha Beta Gamma Narrow 4 Hz Narrow 14 Hz

Fp1 0.12 0.07 0.75 0.03 0.25 0.35 0.25

Fp2 0.35 0.25 0.92 0.25 0.25 0.07 0.35

F3 0.46 0.35 0.92 0.03 0.75 0.92 0.07

F4 0.75 0.60 0.35 0.17 0.35 0.92 0.25

C3 0.92 0.12 0.75 0.92 0.75 0.75 0.75

C4 0.46 0.17 0.46 0.60 0.92 0.92 0.60

P3 0.60 0.25 0.35 0.46 0.12 0.92 0.46

P4 0.35 0.25 0.17 0.35 0.17 0.75 0.46

O1 0.92 0.60 0.17 0.46 0.12 0.75 0.35

O2 0.78 0.48 0.09 0.67 0.03 1.00 0.67

F7 0.92 0.12 0.46 0.07 0.92 0.60 0.35

F8 0.92 0.12 0.46 0.07 0.92 0.60 0.35

T7 0.92 0.60 0.46 0.60 0.25 0.92 0.46

T8 0.35 0.35 0.35 0.25 0.25 0.92 0.25

P7 0.35 0.35 0.25 0.46 0.17 0.92 0.46

P8 0.35 0.46 0.17 0.60 0.12 0.75 0.92

Fz 0.46 0.46 0.92 0.17 0.35 0.92 0.46

Cz 0.46 0.35 0.12 0.07 0.60 0.46 0.03

Pz 0.35 0.46 0.25 0.35 0.25 0.75 0.75

FC1 0.60 0.35 0.35 0.75 0.92 0.92 0.12

FC2 0.75 0.60 0.75 0.75 0.25 0.92 0.60

CP1 0.46 0.35 0.25 0.17 0.05 0.60 0.92

CP2 0.46 0.35 0.25 0.25 0.12 0.75 0.75

FC5 0.46 0.46 0.75 0.46 0.25 0.75 0.46

FC6 0.92 0.25 0.92 0.60 0.92 0.92 0.60

CP5 0.92 0.12 0.35 0.75 0.75 0.75 0.92

CP6 0.92 0.12 0.35 0.75 0.75 0.75 0.92

TP9 0.92 0.75 0.25 0.75 0.75 0.60 0.46

TP10 0.75 0.25 0.25 0.35 0.60 0.92 0.75
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4. Discussion

In this paper, effects of commercially available BBs
and a self-made stimulation were examined. We could
not found any significant difference in the cognitive
tests. This may be due to several factors, including
wrong types of cognitive task were used or short du-
ration of stimulation. It is true that the tests used in
this study did not cover the whole spectrum of cogni-
tive tasks (for instance planning and problem solving
were not analyzed), but the commercial stimulation is
advertised as “perfect for any mental task requiring fo-
cus and concentration”, and the tests did require those
capabilities.
We could not find either any significant difference in

brain activity by means of EEG recording. It is possible
that the size of the sample (6 per stimulation) was too
small to examine group differences and/or the stimu-
lation time was to short. The last possibility is the em-
bedded noise with the stimulation. Kasprzak (2011)
reported significant changes using only BBs with no
background sound. There were no side effects or ad-
verse events noted by participants.
These results provide no evidence for improvements

in cognitive function or changes in brain activity fol-
lowing binaural beat listening in a small sample of
healthy adults after 20 min. It is important to con-
sider the possibility that one session is insufficient to
produce a measurable effect, and further studies in-
cluding several sessions of listening should be consid-
ered.
Because BBAS is a safe, non invasive, and po-

tentially useful modality to entrain brainwaves (Kas-
przak, 2011) and to improve attention (Kennel et
al., 2010), this modality should be investigated farther
using a larger sample.
Since subjects response can depend on baseline

condition (Rosenfeld et al., 1997), population char-
acteristic including mental health, psychological pro-
file, QEEG, age, gender, and other baseline variables
should be specific clearly. Measurement of QEEG and
relevant hormones before and after stimulation would
help clinical outcomes and improve our understand-
ing of the mechanism. Hormones such as glucocorti-
coids and melatonin fluctuate during the day and affect
arousal and thus EEG.
Finally, future studies should follow participants for

an extended period of time to determine the effective-
ness of this therapy over the time.
In further experiments it is necessary also use sim-

ple stimulation with only one layer of BBs trying to
observe the fast following response. The EEG analysis
for this signal is a difficult selection; future studies will
have to calculate trends in order to know what hap-
pens along time. Also it is important to evaluate new
parameters like hemispheric lateralization and evoked
potentials.
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For successful active control with a vibrating plate it is essential to appropriately place actuators.
One of the most important criteria is to make the system controllable, so any control objectives can be
achieved.
In this paper the controllability-oriented placement of actuators is undertaken. First, a theoretical

model of a fully clamped rectangular plate is obtained. Optimization criterion based on maximization of
controllability of the system is developed. The memetic algorithm is used to find the optimal solution.
Obtained results are compared with those obtained by the evolutionary algorithm. The configuration is
also validated experimentally.

Keywords: active control, flexible structures, actuators placement, controllability Gramian, evolutionary
algorithm, memetic algorithm.

1. Introduction

Structural sound sources are acoustic radiators
of increasing significance for active noise control
(ANC) systems (Kozupa, Wiciak, 2010; Mazur,
Pawełczyk, 2011; Pawełczyk, 2008). The problem
of actuators placement on a vibrating structure has
been a point of interest in recent years. Their effect on
sound radiation has been analysed by different authors
(Górski, Kozupa, 2012;Leniowska, 2009; Szemela
et al., 2012). Misplaced actuators may result in lack
of controllability, which deteriorates the performance
of the system. In many practical applications there is
also a limit to the number of actuators, so they need to
reach the best possible performance. Therefore, their
locations have to be carefully chosen.
Different techniques have been proposed over the

years. A survey of actuator placement in various engi-
neering disciplines until 1999 is presented in (Padula,
Kincaid, 1999). Later work in the area of actuator lo-
cation on flexible structures is reviewed in (Frecker,
2003).
There are two basic approaches to optimize actu-

ators placement. One approach is primarily focused
on selecting a control strategy, defining a performance
index, and then simultaneously determining both the
optimal model-based controller and actuators place-

ment. Performance of a linear quadratic regulator
(LQR) controller was considered as an objective in
(Kumar, Narayanan, 2007). The spatial H2 norm of
the closed-loop system was used as the performance in-
dex for a genetic algorithm in (Liu et al., 2006). A com-
putational method to design anH∞ controller and cor-
responding optimal actuators locations was presented
in (Arabyan, Chemishkian, 1998; Chemishkian,
Arabyan, 1999). However, in such an approach, op-
timality of the obtained solution is dependent on the
choice of a control strategy.
Another approach is based on an open-loop system

analysis, and therefore it is independent on controller
choice. A Gramian controllability was taken as an ob-
jective in (Sadri et al., 1999; Han, Lee, 1999). Op-
timal placement of ten piezoelectric sensor/actuator
pairs mounted on a cantilever plate using modified
H∞ norm was investigated in (Hale, Daraji, 2012).
A controllability-oriented approach and spillover effect
reduction was presented in (Pawełczyk, Wrona,
2013).
In this paper the controllability-oriented approach

is adopted to solve the actuators placement problem.
The proposed method is based on modeling the overall
structure including position of actuators, and is totally
independent of the control strategy. A fully-clamped
isotropic rectangular plate is considered. A memetic
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algorithm (MA) is proposed to be applied to find effi-
cient locations for actuators. MA method similarly to
evolutionary algorithm (EA), is well adapted in find-
ing the global optimal solution for a complicated prob-
lem such as the locations of actuators. However, MA is
characterized by improved procedures for local search
and can lead to a faster convergence and a statistically
better solution. Optimization criterion used in this pa-
per is based on the Gramian matrix.

2. Plate modeling

In this section, the overall state model of a plate
with actuators bonded to its surface is derived. The
modeling is based on the Rayleigh-Ritz assumed mode
shape method. Fundamental issues of this theory are
recalled below to set a reference for further reading.
According to the Kirchhoff-Love plate theory

(Rao, 2007), the equation of motion in Cartesian co-
ordinates is:

D

(
∂4w

∂x4
+ 2

∂4w

∂x2∂y2
+

∂4w

∂y4

)
+ms

∂2w

∂t2
= fa, (1)

where

D =
Eh3

12(1− ν2)
. (2)

In (1) and (2) w is the plate transverse displacement;
fa is the total force generated by actuators; ∇4 is
the biharmonic differential operator; D is the flexural
rigidity; E is the Young’s modulus; ν is the Poisson’s
ratio; ms is the mass per unit area of plate surface;
and h is the plate thickness.
Considering only the transverse motion and ne-

glecting the effect of rotary inertia, the kinetic energy
of the plate T can be expressed as:

T =
1

2

∫∫

S

ms

(
∂w

∂t

)2

dxdy, (3)

where S is the surface of the plate. The strain energy
U can be written as:

U =
D

2

∫∫

S

{(
∂2w

∂x2

)2

+

(
∂2w

∂y2

)2

+ 2ν
∂2w

∂x2

∂2w

∂y2

+ 2(1− ν)

(
∂2w

∂x∂y

)2
}
dxdy. (4)

The Rayleigh-Ritz method allows to find an approx-
imate solution to a differential equation with given
boundary conditions (Leissa, 1969). It is based on an
assumption that the solution can be expressed as a
Ritz series:

w(x, y, t) =

M∑

i=1

ηi(x, y)qi(t), (5)

where qi is the generalized displacement and ηi is the
i-th Ritz function. The Ritz function needs to satisfy
the geometric boundary condition, so for a rectangular
plate it is assumed to be a product of the eigenfunc-
tions of a one-dimensional bar un:

ηi(x, y) = un(x)um(y). (6)

The Ritz functions determine, which geometry of the
plate will be considered and what boundary condition
will be adopted.
Then, the transversal displacement expressed as in

(5) is substituted into kinetic and potential energy
Eqs. (3) and (4):

T =
1

2

M∑

i=1

M∑

j=1



∫∫

S

msηi ηj dxdy


 q̇iq̇j , (7)

U =
D

2

M∑

i=1

M∑

j=1

{∫∫

S

[
∂2ηi
∂x2

∂2ηj
∂x2

+
∂2ηi
∂y2

∂2ηj
∂y2

+2ν
∂2ηi
∂x2

∂2ηj
∂y2

+2(1− ν)
∂2ηi
∂x∂y

∂2ηj
∂x∂y

]
dxdy

}
qi qj . (8)

The superimposed dot denotes the time derivative. The
kinetic and potential energies can be also written as
functions of generalized displacement vector q, mass
matrixM and stiffness matrix K:

T =
1

2
q̇TMq̇, (9)

U =
1

2
qTKq. (10)

The superscript T denotes the transpose. The mass
and stiffness matrices,M andK, depend on Ritz func-
tions, and can be calculated as:

Mij =

∫∫

S

msηiηj dxdy, (11)

Kij = D

∫∫

S

[
∂2ηi
∂x2

∂2ηj
∂x2

+
∂2ηi
∂y2

∂2ηj
∂y2

+2ν
∂2ηi
∂x2

∂2ηj
∂y2

+2(1− ν)
∂2ηi
∂x∂y

∂2ηj
∂x∂y

]
dxdy. (12)

Finally, the equation of a vibrating structure can be
obtained:

Mq̈+Kq = Q, (13)
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where Q is the vector of generalized forces. In this pa-
per, electrodynamic actuators are considered. Hence,
for actuator positioning purpose, their action can be
simplified and taken into account as a force acting on
a point:

Q =

∫∫

S

η fa dxdy. (14)

The harmonic solution of Eq. (13) gives the eigenvector
matrix Φ and eigenfrequencies ωi. Replacing q by Φv
and multiplying Eq. (13) on the left by ΦT, it gives:

v̈+ diag(ω2
i )v = Φ

TQ. (15)

This equation can be written in a usual state-space
form, using the state vector x truncated at N modes
as:

x = [v̇1, ω1v1, v̇2, ω2v2, . . . , v̇N , ωNvN ]T, (16)

∂

∂t
x = Ax+Bu (17)

with A = diag(Ai), where

Ai =

[
−2ξωi −ωi

ωi 0

]
. (18)

Damping ratio ξ is determined experimentally. Matrix
B can be expressed as:

B = [b1, 0, b2, 0, . . . , bN , 0]T, (19)

where bi is the i-th component of the vector ΦTQ.
Matrix B contains as many columns as the number of
actuators.

3. Optimization criterion for actuators locations

The chosen objective function to be minimized ex-
presses control energy required to reach the desired
state xT1

at time t = T1:

E =

T1∫

0

uT(t)u(t)dt. (20)

For the initial state, x0, the optimal solution requires
the following energy transmitted from the actuators to
the structure:

Eopt = (eAT1x0−xT1
)TW−1(T1)(e

AT1x0−xT1
), (21)

whereW(T1) is the controllability Gramian matrix de-
fined by:

W(T1) =

T1∫

0

eAtBBTeA
Tt dt. (22)

To minimize control energy with respect to the ac-
tuators locations, a measure of the Gramian matrix
should be maximized. It has been shown in the litera-
ture that instead of usingW(T1), a steady-state con-
trollability Gramian matrix Wc can be used for sta-
ble systems, when time tends to infinity (Anderson,
Moore, 1990):

Wc =

∞∫

0

eAtBBTeA
Tt dt. (23)

The steady-state controllability Gramian Wc can be
calculated by solving the Lyapunov equation:

AWc +WcA
T +BBT = 0. (24)

If the i-th eigenvalue of Wc corresponding to i-th
eigenmode is small, the eigenmode is difficult to con-
trol (it can be regulated only if a large control en-
ergy is available). To ensure controllability of initial N
eigenmodes, the following criterion can be thus consi-
dered:

J = min
i=1,...,N

λi, (25)

where λi is the i-th eigenvalue of the steady state
controllability Gramian. Such criterion concerns max-
imization of controllability of the least controllable
eigenmode.
As the number of actuators and considered eigen-

modes increases, search space size expands and be-
comes more complex. Hence, memetic algorithms are
proposed to solve the optimization problem.

4. Memetic algorithms

Evolutionary algorithms have proven to be a versa-
tile and effective technique for solving nonlinear opti-
mization problems with multiple optima (Goldberg,
1989). Their convergence properties has been discussed
in (Greenhalgh, Marshall, 2000). However, they
usually require evaluation of numerous solutions result-
ing in high computational cost. Memetic algorithms
are hybrid forms of population-based approach cou-
pled with separate individual learning. Memetic algo-
rithms combine advantages of a global search, like for
evolutionary algorithms, and local improvement pro-
cedures, which enhance converge to the local optima
(Neri et al., 2011). Because of complementary prop-
erties, they are particularly useful in solving complex
multi-parameter optimization problems, such as the
actuators placement.
As shown in Fig. 1, the memetic algorithm starts

with a randomly generated population of candidate
solutions called individuals. The fitness function is
evaluated for each individual. A part of the existing
population is selected for further reproduction depen-
dent on the fitness value (individuals fitting better are
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Fig. 1. Memetic algorithm flowchart.

more likely to be chosen). Children solutions are gen-
erated by applying one of crossover methods for two or
more parents. To maintain genetic diversity, the mu-
tation operator might be used dependent on a pre-
defined probability. Then, a local search technique is
employed to improve individual fitness. To maintain a
balance between the degree of evolution (exploration)
and individual improvement (exploitation), only a por-
tion of the population individuals undergo the learn-
ing. Afterwards, a selection is performed, and the pro-
cess is repeated until a certain termination criterion
is met.
The optimization problem considered in this paper,

consists of determining the efficient locations of fixed
number of actuators. Optimization variables are actu-
ators locations expressed as spatial coordinates. The
size of the population is kept the same in each itera-
tion step. Best individuals are kept unchanged in the
next generation (elitist selection). The “Hill climbing”
technique (Neri et al., 2011) is assumed as the in-
dividual learning strategy. The termination criterion
is satisfied if no improvement is found in the last m
iterations, or the maximum number of iterations is
reached.

5. Application for a fully-clamped

square plate

In this section, application of the proposed method
for optimal placement of 3 electrodynamic actuators on
a fully-clamped square plate is presented. The objec-
tive is to ensure controllability of initial 6 eigenmodes,
by maximizing criterion (25). Such assumptions make
the analysis sufficiently general to consider both con-
trol complexity and application related aspects. Di-
mensions and characteristics of the plate and actua-
tors are given in Table 1. Obtained eigenvalues of the
controllability Gramian corresponding to eigenmodes
are presented in Fig. 2c. Actuators locations found are
shown in Fig. 2b.
Corresponding shapes and frequencies of the eigen-

modes are presented in Fig. 4. Frequency responses of
the plate due to excitation by individual actuators with
a random signal were measured in 81 uniformly dis-
tributed points, depicted in Fig. 2a. The distance be-
tween measurement points, and therefore the number

Table 1. Mechanical and electrical properties
of the plate and exciters.

Properties Plate Exciter EX1

Size [mm] 420x420 ∅70

Thickness [mm] 3 19

Density [Kg/m3] 2700 –

Mass [Kg] 1.428 0.115

Young modulus [GPa] 70 –

Poisson’s ratio 0.35 –

Power handling [W] – 5

a)

b)

c)

Mode Eigenvalues

1 0.134
2 0.137
3 0.126
4 0.121
5 0.119
6 0.132

Fig. 2. Results of optimization: a) measurement points,
b) actuator locations, c) eigenvalues.
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of them, has been adopted to be considerably smaller
than the distance between the nodes and anti-nodes
of the plate eigenmodes in the frequency band consid-

a) Actuator 1

b) Actuator 2

c) Actuator 3

Fig. 3. Magnitudes of surface-averaged frequency responses of the plate due to excitation by individual actuators.

Fig. 4. The initial 6 eigenmodes shapes and frequencies (size of the plate is in [m], and the z-axes depict normalized
amplitudes).

ered. Results averaged over entire plate are presented
in Fig. 3. For experimental verification the Polytec
laser vibrometer PDV-100 has been used.
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Particular eigenmode is considered controllable if
the corresponding peak is distinguishable in the fre-
quency response graph. As shown in Fig. 3, individ-
ual actuators complement each other. Every actua-
tor excites the first mode, but e.g. the forth mode
is well excited only by the actuator 1. Hence, each
desired eigenmode is controllable with an acceptable
margin.
The results presented above demonstrate in detail

the case of 3 actuators and initial 6 eigenmodes to be
controlled. However, studies have also been performed
for other quantities of actuators and frequency ranges
considered. It follows from the analysis that the pre-
sented approach is suitable also for a wider frequency
band. However, it has been noted that increasing fre-
quency bandwidth for the same number of actuators
results in decreased level of controllability, which is
possible to achieve. On the other hand, for increasing
the number of actuators while maintaining a constant
frequency bandwidth, results in increasing the level of
controllability. In practical applications usually there
are limitations in the number of actuators that can be
used. Thus, the frequency band, for which the algo-
rithm is able to find efficient locations is also limited.
An excessive extension of the band considered causes
that the acquired locations will be a compromise be-
tween too many modes to be controlled and, as a result,
none of them will be sufficiently controllable.

6. Comparison of evolutionary

and memetic algorithms

In this section, performance of evolutionary and
memetic algorithms in application to the problem of
actuator placement is presented. Due to in-built local
search procedures, MA involves more operations than
EA for each generation. Extend of the additional com-
putational load depends on adopted parameters and
chosen procedures. For the study to be adequate, both
algorithms should posses the same computational bud-
get. Therefore, during the test, population in EA con-
sisted of 90 individuals, while MA population had only
20 individuals. Such arrangement resulted in a similar
average computation time. Maximum number of gen-
erations was set to 30. The probabilities for crossover,
mutation and individual learning were 0.7, 0.05 and
0.0 for EA, and 0.5, 0.05 and 0.6 for MA, respectively.
It was the best configuration found empirically for the
specified problem. Details of the problem specific pa-
rameters are described in the previous section.
Both algorithms were started with randomly gen-

erated initial population, which affected strongly con-
vergence rate. To obtain statistical measures of their
performance, each algorithm was run 100 times. Each
particular run is presented in gray in Fig. 5, for dis-
tribution of possible results to be visible. The average

a) evolutionary algorithm

b) memetic algorithm

Fig. 5. Multiple runs of optimization algorithms.

result is shown as the bold black line. The summary of
the characteristic values is given in Table 2.

Table 2. Comparison of characteristic values.

Properties Evolutionary
algorithm

Memetic
algorithm

Runs 100 100

Generations 30 30

Population size 90 20

Crossover probability 0.7 0.5

Mutation probability 0.05 0.05

Individual learning
probability 0.0 0.6

Best final fitness 0.114 0.119

Average final fitness 0.102 0.116

Worst final fitness 0.068 0.108

It follows from the analysis that both algorithms
are capable of reaching similar level of best value of the
fitness function. However, the EA best solution is worse
than the MA average solution. This indicates that both
of them could be used successfully for solving the opti-
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mization problem, but MA provides a better solution.
To ensure that obtained solution is near the global op-
timum, consistency of MA might also be considered as
an advantage over EA. Less runs would be necessary in
the case of MA, what indicates a better computational
efficiency. Additionally, if more complicated structures
of multiple plates and with more actuators are consid-
ered, benefits of using the MA algorithm shall be more
significant (Garg, 2010).

7. Conclusion

A model of a rectangular plate with electrodynamic
actuators bonded to its surface has been presented.
The Reyleigh-Ritz method has been used to find a solu-
tion to a differential equation. Suitability of the model
for other geometries and boundary conditions of plates
has been pointed out. A controllability-oriented opti-
mization criterion for placing the actuators has been
developed, ensuring each mode of the structure to be
controllable.
The proposed method has been used to find optimal

locations of three electrodynamic actuators on a fully
clamped aluminum square plate. Initial six eigenmodes
of the plate have been taken into account. Results of an
experimental verification confirmed high level of con-
trollability of each mode considered. General features
and limitations of the method presented has been out-
lined.
Performance of evolutionary and memetic algo-

rithms in application to the optimization problem has
been compared. The analysis confirmed suitability and
efficiency of using memetic algorithms to find the
optimal placement of actuators for an active noise-
vibration control application. It has been pointed out
that benefits of using memetic algorithms shall be more
significant if more actuators and more complicated
structures is considered.
The plate with correctly distributed actuators is

ready to be applied for noise control problems. It is
then a multi-output plant, which generally requires a
multi-channel control system. However, with a bank
of fixed-parameter filters it can be converted to a
single output plant, what significantly reduces com-
putational complexity of control systems, as shown
in (Mazur, Pawełczyk, 2013b), particularly if the
sound-radiating plate exhibits in practice a non-linear
character due to improper fixing or properties of the
actuators (Mazur, Pawełczyk, 2013a). For active
control an LMS-based algorithm can be applied. How-
ever, contrary to the problem of electrical noise can-
cellation or speech enhancement (see, e.g. (Latos,
Pawełczyk, 2010)), models of the plant paths includ-
ing the specific actuators and their physical parame-
ters are then required. These problems are of current
interest of the authors.
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Vibrating plates can be used in Active Noise Control (ANC) applications as active barriers or as
secondary sources replacing classical loudspeakers. The system with vibrating plates, especially when
nonlinear MFC actuators are used, is nonlinear. The nonlinearity in the system reduces performance of
classical feedforward ANC with linear control filters systems, because they cannot cope with harmonics
generated by the nonlinearity. The performance of the ANC system can be improved by using nonlinear
control filters, such as Artificial Neural Networks or Volterra filters.
However, when multiple actuators are mounted on a single plate, which is a common practice to provide

effective control of more vibration modes, each actuator should be driven by a dedicated nonlinear control
filter. This significantly increases computational complexity of the control algorithm, because adaptation
of nonlinear control filters is much more computationally demanding than adaptation of linear FIR filters.
This paper presents an ANC system with multiple actuators, which are driven with a single nonlinear

filter. To avoid destructive interference of vibrations generated by different actuators the control signal is
filtered by appropriate separate linear filters. The control system is experimentally verified and obtained
results are reported.

Keywords: active noise-vibration control, active structural acoustic control, adaptive control, nonlinear-
control.

1. Introduction

Vibrating plates are potentially very useful for Ac-
tive Noise Control applications in industrial environ-
ments. The plates can be used as secondary sound
sources, as replacement for classical loudspeakers, but
also can be used as active barriers (Fahy, Gardo-
nio, 2007; Hansen, Snyder, 1997; Rdzanek, Za-
wieska, 2003), where usually single or double plates
(Pietrzko, 2009) are placed between the noise source
and the area where the noise sound pressure level
(SPL) should be reduced. Rectangular plates are fre-
quently used (Zawieska, Rdzanek, 2007; Gorski,
Kozupa, 2012), but also other plate shapes, includ-
ing circular plates (Zawieska et al., 2007; Rdzanek
et al., 2011; Leniowska, 2011) and triangular plates
(Barański, Szela, 2008), are useful for some applica-
tions and are investigated in the literature. Also more
complex structures like L-jointed plates, T-shaped
plates (Keira et al., 2005) or four connected plates
(Liu et al., 2010), are of scientific interest.

Plates are more resistant to harsh environment con-
ditions than classical loudspeakers. However, plates are
more difficult to control. The common problems in-
clude irregular multimodal response, the need to use
multiple actuators on a single plate to effectively excite
multiple plate modes, and a nonlinear response. The
nonlinear response is caused by vibrations of not ide-
ally clamped plate (El Kadri et al., 1999; Saha et al.,
2005), but also might be caused by frequently used d33
effect of MFC patches if they are employed as actuators
(Stuebner et al., 2009;Mazur, Pawełczyk, 2011a).
In this paper, the latter problem is mitigated by using
EX1 electrodynamic actuators. However, the former
problem still needs to be approached, because it may
significantly degrade performance of a linear feedfor-
ward ANC system. The degradation is especially visi-
ble for simple deterministic signals, when active control
is expected to be very successful. For active control of
such plants a feedback system could be used, which
has inherited capability to compensate to some extend
for plant nonlinearity. However, if a reference signal is
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available in advance, a generally better performance
can be obtained with a feedforward system, although
it should have a nonlinear architecture. The nonlinear
feedforward active noise control is more computation-
ally demanding, than a linear control. Application of
multiple actuators for a single plate additionally in-
creases the number of required operations, and a ded-
icated control filter is used for each actuator.
This paper presents a solution with multiple ac-

tuators, which are driven by a single nonlinear ANC
filter. The control signal being the output of such filter
is then appropriately filtered by separate linear filters
used to drive subsequent actuators. These filters are
tuned to avoid destructive interference of vibrations,
which might occur if control of the actuators were not
coordinated.

2. Nonlinear feedforward control

There are many possible approaches to nonlinear
feedforward control. For a simple and well modeled
nonlinearity it can be possible to filter the control
signal by an inverse model. This approach is com-
monly used for semi-active vibration control using MR
dampers. However, for many plants it is very hard to
find an appropriate inverse model for a required fre-
quency band if the plant itself is nonminimum phase
and with a delay. These are common problems for
ANC applications. A popular alternative approach is
to use black-box input-output models obtained with
Artificial Neural Networks (Hansen, Snyder, 1997).
Another approach, which can be employed for Active
Noise/Vibration Control problems is to use nonlin-
ear filters, linear with respect to parameters. A large
number of algorithms fall into this category, including
Volterra FXLMS (Tan, Jiang, 2001), FSLMS (Das,
Panda, 2004; George, Panda, 2012) and General-
ized FLANN (George, Panda, 2013).
For easier implementation, nonlinear filters, linear

with respect to parameters, can be expressed as a sum
of Hammerstein models with arbitrary nonlinear func-
tions Fk (Mazur, Pawełczyk, 2011a; 2013):

uc(i+ 1) =

K∑

k=1

Wc,k(z
−1)

Fk (x(i), x(i−1), . . . , x(i − (N−1))) , (1)

where uc(i+1) is the value of the c-th control signal at
the i+1 sample, x(i) is the reference signal,Wc,k(z

−1)
is the linear finite response filter for the c-th control
signal and the k-th nonlinear function Fk, z−1 is the
one-sample delay operator. The number of nonlinear
functions is equal to K and the number of secondary
paths is equal to C.
Figure 1 shows the block diagram of a multichannel

control system with such nonlinear control filter. The
bank of Fk nonlinear functions converts the reference

signal, x(i), into a vector x(i) = [x1(i), x2(i), x3(i)]
T.

This vector is next filtered by a bank of linear
Wc,k(z

−1) FIR adaptive filters. These filters can be
grouped into a matrix of FIR filtersW(z−1):

W(z−1)=




W1,1(z
−1) W1,2(z

−1) · · · W1,K(z−1)

W2,1(z
−1) W2,2(z

−1) · · · W2,K(z−1)

...
...

. . .
...

WC,1(z
−1)WC,2(z

−1) · · ·WC,K(z−1)



. (2)

Outputs of Wc,k(z
−1) adaptive control filters form

a vector of control signals u(i) = [u1(i), u2(i),
. . . , uC(i)]

T. The signals are then are used to drive
a vector of secondary paths S = [S1, S2, . . . , SC ]

T.
The adaptation algorithm uses the vector of reference
signals x(i) and the scalar error signal e(i) to adapt
weights of W(z−1) control filters, as described in the
following Section. The P stands for the primary path
in the ANC system.
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Fig. 1. Multichannel ANC system with Hammerstein
nonlinear control filters.

3. Adaptation of control filter parameters

When the filters are linear with respect to pa-
rameters the classical adaptive control adaptation
algorithms, like LMS, Affine Projection or RLS,
with appropriate modifications to improve convergence
properties can be employed. Otherwise, more com-
plex algorithms such as genetic algorithms (Górski,
Morzyński, 2013) or memetic algorithms should be
employed.
The Normalized Leaky LMS algorithm takes the

form (Elliott, 2001):

wc,k(i+ 1) = αwc,k(i)

−µ
x
∗
c,k(i)

C∑

c=1

K∑

k=1

x
∗
c,k
T(i)x∗

c,k(i) + ζ

e∗c(i), (3)

where 0 ≪ α < 1 is the leakage coefficient, µ is the
convergence coefficient, and ζ is a parameter pro-
tecting against division by zero in case of lack of
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excitation. In (3) x
∗
c,k(i) = [x∗

c,k(i), x
∗
c,k(i−1), . . . ,

x∗
c,k(i−(M−1))]T is a vector of regressors of the ref-
erence signal for the LMS algorithm, M is the order
of an FIR model of the secondary path. For notation
simplicity it is assumed that orders of all secondary
paths are the same. The symbol e∗c(i) stands for the
error signal for the c-th secondary path. The error sig-
nal, e(i), is to be minimized in the square sense by the
LMS algorithm. Some additional modifications to the
LMS algorithm, like variable step size, can also be used
to enhance convergence properties (Bismor, 2012).
In contrary to electrical noise cancellation or speech

enhancement (see, e.g. (Latos, Pawełczyk, 2010))
for active noise/vibration control applications the fil-
ter outputs drive the secondary path (acousto-electric
or vibro-acousto-electric), the algorithm must be mod-
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Fig. 2. An excerpt of the ANC system with Hammerstein nonlinear control filters and multichannel FXLMS
algorithm for the c-th control channel.
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Fig. 3. An excerpt of the ANC system with Hammerstein nonlinear control filters using FELMS algorithm
for the c-th control channel.

ified to guarantee convergence (Pawełczyk, 2008).
The most popular modification is filtration of the ref-
erence signal by a model of the secondary path, what
results in obtaining the well-known Filtered-x LMS
algorithm (Elliott, 2001; Kuo, Morgan, 1996).
Figure 2 shows a block diagram of the multichannel
FXLMS algorithm, when used for adaptation of non-
linear filters as in (1). The ANC error signal is used as
the error signal for the LMS algorithm e∗c(i) = e(i).
Because each reference signal must be filtered by

models of corresponding secondary paths, the Filtered-
x structure involves a number of numerical operations
for such application, where multiple reference signals
are generated from a single reference with a bank of Fk

filters. The Filtered-error LMS (FELMS) algorithm is
more appropriate in that case (Fig. 3). In the FELMS
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algorithm the multiple reference signals are simply de-
layed x∗

c,k(i) = xk(i− (M − 1)), but the error signal is
obtained as:

e∗c(i) = ŝc(i)
T
e(i), (4)

where

ŝc(i) = [ŝc,M−1(i), ŝc,M−2(i), . . . , ŝc,0(i)]

is a time-reversed model of the c-th secondary path,

e(i) = [e(i), e(i− 1), . . . , e(i− (M − 1))]T

is a vector of regressors of the error signal.

4. Control of multiple actuators with a single

nonlinear filter

The Filtered-error structure reduces the number of
numerical operations needed for filtering every refer-
ence signal by a secondary path model. However, when
multiple actuators are used for the same plate, multiple
nonlinear control filters are involved. This significantly
increases computational cost. Such problem can be
reduced by using a single nonlinear control filter.
However, the same output cannot be used to drive all
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Fig. 4. ANC system with Hammerstein nonlinear control filters using single nonlinear control filter.
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Fig. 5. Single-channel adaptive sound radiation control system.

actuators because of potential destructive interference
of vibrations generated by different actuators. The con-
trol signals for different actuators should be properly
filtered for a positive interference to occur.
Figure 4 shows the resulting structure. The out-

put of nonlinear ANC control filter is filtered by the
Ec filter dedicated for each actuator. Dependent of Ec

filter choice, the filtration of the error signal by Ĥ∗

filter might be required. However, in the proposed sys-
tem such filter is avoided, because the Ec filters are
tuned to linearize the total secondary path phase re-
sponse.
Because the secondary path models may change

in time, for instance they strongly depend on plate
temperature (Mazur, Pawełczyk, 2011b), Ec filters
are made adaptive. Figure 5 shows the control sys-
tem used for adaptation of E filter weights (Mazur,
Pawełczyk, 2013). This system compares the ob-
tained actual response to the response of desired sec-
ondary path model H , and updates the weights appro-
priately. When the desired path have a linear phase
response, filtration by Ĥ∗ is not needed and delay-
ing the reference signals by D steps, where D is the
delay of the desired path H , is sufficient for conver-
gence.
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Table 1 shows the asymptotic computational com-
plexity of basic steps for the proposed algorithm and
for the control system with separate per-actuator non-
linear filters, with FXLMS and FELMS adaptation
algorithm. The order notion, O, is used. In case of
per-actuator nonlinear filters with FXLMS adaptation
algorithm each step have asymptotic computational
complexity proportional to the number of channels
multiplied by the number of nonlinear functions and
the order of FIR filters. The FELMS adaptation al-
gorithm reduces the computational complexity of the
filtration by the secondary path model. In the pro-
posed algorithm there is only one nonlinear filter, and
the computational complexity does not depend on the
number of actuators. The computational complexity of
added additional steps does not depend on the num-
ber of nonlinear functions, and the overall asymptotic
computational complexity is reduced from O(KCA) to
O(KA+ CA), where A = max(N,M,NE , NK).

Table 1. Asymptotic computational complexity
of presented algorithms.

NFXLMS NFELMS proposed
algorithm

Nonlinear filter

Output calculation O(KCN) O(KCN) O(KN)

Reference/error
filtration O(KCM) O(CM) O(M)

Filter adaptation O(KCN) O(KCN) O(KN)

Linear per-actuator filters

Output calculation – – O(CNE)

Reference/error
filtration – – O(CME)

Filter adaptation – – O(CNE)

5. Experimental results

The control system has been applied to reduce noise
transmitted through a fully-clamped aluminum plate
of dimensions 400 mm× 500 mm× 1 mm from a small
enclosure to a laboratory room (Fig. 6). The noise was
generated by a loudspeaker located in the enclosure,
and the goal of the control system was to reduce sound
pressure level at specified area around an error micro-
phone in the laboratory room.
Three NXT EX-1 actuators (of 5 W power) were

mounted on the plate (see Fig. 6). Positions of the
actuators were chosen to maximize the minimal eigen-
value of the controllability Gramian matrix for first 25
plate modes (see Fig. 7) (Wrona, Pawełczyk, 2013).
Both the nonlinear ANC filter and per-actuator lin-

ear control filters were implemented on a single micro-
processor system (Fig. 8). However, for larger systems,
where many vibrating plates are used, those separate
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Fig. 6. Laboratory setup (top) and EX-1 actuators
installed on the plate (bottom).

functions can be implemented on separate micropro-
cessor systems and the y(i) control signal(s) is then
passed between those systems.
The error and reference microphones were con-

nected to 16-bit ADCs with synchronous sampling
by using microphone amplifiers and 8th order Butter-
worth low-pass anti-aliasing filters with 600 Hz cut-off
frequency. The sampling frequency was set to 2 kHz
(0.5 ms sampling period). Four 16-bit ZOH DACs with
synchronous sampling were used to control loudspeaker
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in the enclosure and three EX-1 actuators. As recon-
struction filters, 8th order Butterworth low-pass filters
with 600 Hz cut-off frequency were used. The DACs
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Fig. 7. First 25 mode shapes for used 0.5 m× 0.4 m plate. The vertical axis shows the vibration amplitude normalized
to [−1, 1] range.

and ADCs sampling processes were not synchronous –
the DAC outputs were updated just after ADC con-
version, after approximately 1.44 µs.
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The system presented in Fig. 4 was used as the
nonlinear control system. The desired secondary path
response H was equal to z−16. The order of the E lin-
ear filters was set to NE = 256. The order of control
filter was set to N = 256. The parameters of NLMS
adaptation algorithm were set to α = 1, µ = 0.05,
ζ = 10−12. The first 5 functions of trigonometric ex-
pansion used in the FSLMS algorithm were used as the
Fk functions:
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Fig. 9. PSD of error microphone signal for FXLMS ANC system for different levels of 155 Hz tonal noise
and noise floor level.

F1(x) = x, F2(x) = sin(πx),

F3(x) = cos(πx), F4(x) = sin(2πx),

F5(x) = cos(2πx).

(5)

Figure 9 shows the Power Spectral Density (PSD)
of the error microphone signal for classical linear
feedforward FXLMS ANC system, for different levels
of 155 Hz tonal noise. For comparison, PSD of the noise
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Fig. 10. PSD of error microphone signal for different control strategies for 155 Hz tonal noise.

floor signal (without the primary noise and with dis-
abled ANC) is included in each plot. The PSD of the
primary noise (without ANC but with the noise floor)
is not plotted for clarity of the figures, but above each
plot the power of 155 Hz tone without ANC is pre-
sented.
For small noise powers the nonlinear artifacts are

not visible or they have powers comparable to the noise
floor power. For higher powers, −30 dB and −36 dB,
the harmonics are clearly visible and they limit the
noise reduction level.
The performance of the proposed nonlinear control

system for the 155 Hz tone is shown is Fig. 10. The
FXLMS ANC achieves 18.9 dB reduction of the SPL.
However, because the human hearing system is more
sensitive to higher frequencies, the harmonics caused
by the nonlinearity are even heard as louder. After A-
weighting the SPL reduction of the FXLMS system is
only 11.0 dB. The nonlinear feedforward control sys-
tem provides 28.3 dB reduction of the SPL and even
30.6 dB when A-weighted.

6. Conclusions

By using linear filters dedicated for each actuator
bonded to a single plate, it is possible to use only one
nonlinear control filter to efficiently drive all the actu-
ators. The nonlinear filters are very computationally
demanding, and reduction of their number saves com-
putational load, which can be spent for implementing
more complex filters.
The per-actuator linear control filters were used

also to linearize phase response of the secondary paths.
This allowed for application of the FELMS, simpli-
fied even to the Delayed LMS algorithm for adaptation

of nonlinear control filter weights. This provides ad-
ditional reduction of numerical operations. Efficiency
of the proposed approach is particularly evident, when
considering A-weighted noise reduction results.
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It is well known that sound absorption and sound transmission properties of open porous materials
are highly dependent on their airflow resistance values. Low values of airflow resistance indicate little
resistance for air streaming through the porous material and high values are a sign that most of the pores
inside the material are closed. The laboratory procedures for measuring airflow resistance have been stan-
dardized by several organizations, including ISO and ASTM for both alternate flow and continuous flow.
However, practical implementation of these standardized methods could be both complex and expensive.
In this work, two indirect alternative measurement procedures were compared against the alternate flow
standardized technique. The techniques were tested using three families of eco-friendly sound absorbent
materials: recycled polyurethane foams, coconut natural fibres, and recycled polyester fibres. It is found
that the values of airflow resistance measured using both alternative methods are very similar. There is
also a good correlation between the values obtained through alternative and standardized methods.

Keywords: material characterization, airflow resistance, sound absorbing materials, eco-friendly mate-
rials.

1. Introduction

Presently, there exists a wide range of sound ab-
sorbing materials. This is due not only to technologi-
cal advances in the field, but also to the importance of
reducing noise pollution for health and environmental
concerns. For this reason, current research focuses on
the application of sound absorbing materials in differ-
ent environments, with the goal of improving acoustic
comfort, as well as searching for alternative fabrication
methods of sound absorbing materials. Furthermore,
an enormous importance is given to the development
of eco-materials. These eco-materials are an alternative
to the conventional materials for actual and future ap-
plications (Nick et al., 2002; Asdrubali, 2006).
The great majority of sound absorbing materials,

independent of the composition, are of the porous
and/or fibrous type. There are many studies about

the absorption mechanisms of the acoustic energy in
the interior of porous materials, differentiating the dis-
tinctive mechanisms in function of the type of pore of
which the material is composed (Arenas, Crocker,
2010).
Various studies have proposed physical-mathe-

matical models to interpret the acoustic behavior in
porous sound absorbing materials. The majority of
these models are based on describing the character-
istic wave impedance and the propagation constant in
function of the frequency, given the physical proper-
ties of the materials, such as the porosity, tortuosity,
or airflow resistance (Alba et al., 2011).
The airflow resistance is the resistance experienced

by air as it passes through a material. This property
is directly related to the capacity of the material to
absorb sound energy. Thus, the value of this magnitude
is used as an input variable in prediction models in the
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frequency domain, of which the majority is based on
empirical expressions.
In the works published on the topic, airflow resis-

tance values measured by the same producers of ab-
sorbent materials can be found. On the other hand,
other authors present empirical formulas for the deter-
mination of the airflow resistance of fibrous materials
using values such as the bulk density of the material
and diameter of the fibres. Bies and Hansen (1980),
presented a formula of this type for the case of fi-
bres with a relatively uniform diameter and with small
quantities of binder, such as rockwool and fibreglass.
Subsequently, Garai and Pompoli (2005), modified
this formula for the specific case of polyester fibres.
The airflow resistance in Rayls or in kNs/m can

be obtained in the laboratory in a standardized form
(ISO, 1991). The standardized testing procedure is
based on the passing of airflow through the sample.
This airflow should be unidirectional, controlled, and
constant. Also, it is necessary to determine the differ-
ential pressure created across the sample under study.
Another procedure is one where the airflow is alter-
nated. In this case, it is necessary to determine the al-
ternate component of the pressure in the volume that
is occupied by the sample. Both methods are described
in the ISO standard. The second procedure (method B)
consists in a piston connected to a motor and coupled
with a circular tube and a sample holder. This proce-
dure not only requires complex equipment, but also it
is necessary to work at a very low frequency, in some
cases around 2 Hz, leading to performance problems
in microphones that register the signal at such low fre-
quencies. It is also difficult to achieve a controlled uni-
directional laminar airflow. The recommended velocity
of the airflow that passes through the material sample
is between 0.5 mm/s and 4 mm/s.
Given the complexity of the standardized method,

some alternative experimental procedures have been
described by different authors. For example, Stinson
and Daigle (1983) presented the fundamentals of an
electronic system to measure the airflow resistance in
an absorbent porous material using a variable capaci-
tance pressure transducer. A procedure for measuring
the airflow resistance was also proposed by Wood-
cock and Hodgson (1992) using the inversion of the
Delany and Bazley (1970), expression of the char-
acteristic impedance as a function of airflow resistiv-
ity. Another technique was proposed by Sebaa et al.
(2005) who used the physical property that in low fre-
quencies the resistivity to the flow has a significant in-
fluence on the sound waves reflected. The flow resistiv-
ity was estimated, solving an inverse scattering prob-
lem for the waves reflected by a homogeneous isotropic
porous material with a rigid skeleton. Subsequently, an
extension of this work was presented using an acous-
tic transmissivity method to determine flow resistivity
(Fellah et al., 2006).

Indirect methods for obtaining airflow resistance
have also been developed based on measurements
in an impedance tube and two side-mounted mi-
crophones (Picard et al., 1998; Panneton, Olny,
2006). Doutres et al. (2010) evaluated the macro-
scopic non-acoustical properties measuring the acous-
tical properties using a three-microphone impedance
tube in the frequency bands where the material be-
haves as an equivalent fluid. These methods (using ei-
ther two or three microphone positions) yield good re-
sults, although minimization of errors has to be done
through accurate calibration procedures.
In particular, the method described by Ingard and

Dear (1985) is an indirect way for obtaining the value
of the airflow resistance of sound absorbing materials
at certain frequencies. This method is used in the area
of acoustic characterization of materials as an alterna-
tive to the standardized method. The measuring de-
vice in this indirect model is based on an impedance
tube, device which is more sensitive than the one de-
scribed in the standardized model. This method was
subsequently modified by Ren and Jacobsen (1993)
who replaced the position of microphones and the rigid
termination for a completely absorbent one. Also, in-
troduction of the concept of dynamic flow impedance
identified that the real part (flow resistance) represents
the frictional retardation to flow and the imaginary
part (flow reactance) is attributable to the effective
mass density of the fluid. This study also analyzed the
measurement errors and optimization of the arrange-
ment given by Ingard and Dear.
McIntosh et al. (1990) analyzed the Ingard and

Dear technique. They measured the complex flow
impedance under low- and high-intensity levels and
showed that finite sample lengths have an effect on
the accuracy of the measurements. They demonstrated
that a sample length much less than a wavelength
is required for good finite amplitude flow impedance
measurement. Iannace et al. (1999) compared air-
flow resistivity measurements using both the Ingard
and Dear technique and steady-state airflow method.
They confirmed that both methods give compatible
results for thin layers of loose granular materials. An-
other variation of the method included the change of
position of the two microphones at the front of the
sample (Picard et al., 1998). In this configuration, the
method was applied to the particular case of stratified
rockwool samples.
Another alternative way of measurement in or-

der to estimate the airflow resistance value is a re-
cently proposed method by Dragonetti et al. (2011).
From a structural point of view, the developed by this
method device is quite simple and does not present
the low frequency limitation unlike the standardized
method. The results of Dragonetti et al. were com-
pared to the standardized method B (ISO, 1991) with
good correlation.
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Given that the method proposed by Dragonetti
et al. (2011) is part of a recent study, it is useful to
implement it to evaluate its performance in different
types of materials including recycled porous ones. The
main objective of this study is to compare the exper-
imental airflow results obtained by the Dragonetti et
al. method to those obtained by the method of In-
gard and Dear (1985) and the standardized method.
The two alternative methods are similar in the use a
loudspeaker and two microphones. This study presents
measurements of airflow resistance for three distinct
families of eco-materials. The measuring devices that
are described in these two references were reproduced
by the authors.

2. Two simple alternative methods

2.1. Ingard and Dear method

In this method the airflow resistance is measured
using a closed cylindrical tube with a perfectly rigid
termination, a loudspeaker at the other end, and a pair
of microphones. Figure 1 (top) shows the schemat-
ics of the measuring device. The sample of the ab-
sorbent material of thickness d is inserted in the mid-
dle of the tube. The distance between the posterior
face of the sample material and the rigid termination
is l. One of the microphones is located to measure the
sound pressure directly in front of the absorbent ma-
terial (p1). The other microphone is located in front of

Fig. 1. Schematic diagram of the two measuring devices; top: Ingard and Dear (1985)
and bottom: Dragonetti et al. (2011).

the rigid termination that closes the tube (p2). The
loudspeaker emits a low frequency pure tone signal
chosen to produce an odd number of quarter wave-
lengths throughout the distance l+d from the rigid ter-
mination to the sample material. It should satisfy the
condition λ ≫ 1.7D, where D is the inner diameter
of the tube and λ is the wavelength of sound. Also,
l + d = (2n− 1)λ/4, whereas n is a whole number.
Assuming that the losses in the tube are negligible,

that the microphones are calibrated to have the same
sensibility, and that the flow reactance is small at low
frequencies, the airflow resistance σ is determined by
the equation

σ = ρc10(Lp1
−Lp2)/20, (1)

where ρ is the average air density, c is the speed of the
sound in the tube, and Lp1

and Lp2
are the pressure

levels that correspond to the pressure measurements
p1 and p2, respectively.
However, the measurement process is facilitated

with the use of a dual channel FFT analyzer and a
sound source generating a broadband stationary ran-
dom noise inside the tube. In this case, the airflow
resistance is calculated as a function of frequency us-
ing the absolute value of the imaginary part of the
transfer function between the microphone signals, i.e.
(Ingard, Dear, 1985)

σ = ρc

∣∣∣∣Im
(
p1
p2

)∣∣∣∣ . (2)
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Thus, it is possible to read the numerical value of
the airflow resistance at frequencies where the length
is an odd number of quarter wavelengths, i.e. looking
for the minima of this function. Then, by extrapolat-
ing towards a zero frequency value, the “DC” airflow
resistance is estimated (McIntosh et al., 1990).

2.2. Dragonetti et al. method

The study by Dragonetti et al. (2011) includes a
detailed description of an analogy between the proto-
type designed and an equivalent electrical circuit which
permits the mathematical analysis of the behavior of
the sound pressure in both cavities of the measuring
device. Figure 1 (bottom) shows the schematic of the
measuring device. In particular, in the case of low fre-
quencies, the airflow resistance value can be obtained
easily from the transfer function (H) between the mi-
crophones situated in both cavities of the device, which
is given by

σ =
Im(H)

−ωCdwd
, (3)

where ω is the circular frequency, d is the sample thick-
ness, Im(H) is the imaginary part of the transfer func-
tion H between the sound pressure measured in the
upper and lower cavity given by

H =
pup
pdw

, (4)

Cdw is the acoustic compliance of the lower cavity
given by

Cdw =
Vdw

γP0S
, (5)

S is the cross sectional area of the porous sample, P0

is the atmospheric pressure, γ is the specific heat ratio
(approximately 1.41 for air), and Vdw is the compress-
ible air volume in the lower cavity.
As it can be seen, once calibrated, the device in

Fig. 1 provides a simple way to determine the value of
airflow resistivity. The appropriate seals of each part of
the device are essential to avoid air leaks, which helps
to obtain consistent results. In this case, the calibration
process is very important due to the effective volumes
of both cavities. This calibration process is detailed in
the study by Dragonetti et al. (2011).

3. Constructed measuring devices

3.1. Ingard and Dear device

The measuring device described by Ingard and
Dear (1985) was designed and built by the au-
thors of this study (Ramis et al., 2010). The appara-
tus consists of a cylindrical, polymethylmethacrylate
(PMMA) tube with a 40 mm diameter, wall thickness
of 5 mm, and 169 cm in length. One end of the tube
is equipped with a high frequency compression driver

(Beyma CP800TI) with a throat diameter of 49 mm,
which permits emission without considerable distor-
tion at 100 Hz. The other end is closed with a rigid,
highly sound-reflective termination. The distance be-
tween the first microphone and the rigid termination
was 0.845 m. This value was chosen to be one quarter
wavelength at 100 Hz, approximately. The two micro-
phones used are of 1/2 inch, and mounted flush into
the tube wall. Figure 2 (top) shows a photograph of
the constructed device.

Fig. 2. Photographs of the constructed measuring
devices; top: Ingard and Dear (1985); bottom:

Dragonetti et al. (2011).
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3.2. Device of Dragonetti et al.

The device is designed and built with the goal
of characterizing new sound-absorbing eco-materials,
corresponding to the one described in the reference
(Dragonetti et al., 2011) and is shown in Fig. 2 (bot-
tom).
The device described in the reference, as well as

the device designed for this study are constructed
with polymethylmethacrylate (PMMA) with a 20 mm
thickness. In both cases, the volume of the upper and
lower cavities is 2.30 and 0.99 litres, respectively. The
upper part of the device is composed by a perfo-
rated grate where the study sample is held. The de-
sign considers circular perforations of 8.5 mm in diam-
eter, with separations of 10.4 mm on both the hori-
zontal and vertical axis. With this, the perforated area
of the sample holder is 64.7%. It is necessary, in line
with the reference prototype, to have at least 50%
of the surface perforated, with a diameter of perfora-
tion of at least 3 mm. Noteworthy is that the method
proposed by Dragonetti et al. (2011) is based on
the adaptation of the standard (ISO, 1991), partic-
ularly the method B that is based on alternate air-
flow.
The microphones in both cases are 1/2 inch and

the diameter of the speaker used (Fonestar UT-354) is
3 inches wide. This speaker has a good response in the
range of frequencies used in this study.

4. Eco-materials studied

Three distinct eco-materials families were stud-
ied: recycled polyurethane foams, materials elabo-
rated from coconut fibres, and recycled polyester fi-
bres. While fabricating each of the materials, the use
of toxic resins was avoided. The binding agent used,
as in the case of polyester, was the thermofusion of
the fibres. The three types of eco-materials have been

Fig. 3. Microscopic detail of the composition of each of the eco-materials studied (images are not of the same scale);
left: Recycled foam; middle: Coconut fibres; right: Recycled polyester fibres.

studied as sound absorbing materials in earlier works
(del Rey et al. 2011a; 2011b; 2012). The recycled
foam has an average pore diameter of 150 µm. The
coconut and polyester fibre materials have a mean
value of the fibre diameter 250 µm and 36 µm, respec-
tively.
In Fig. 3, microscopic images are shown from these

three families of materials. The distribution of pores
in the interior of each type of material can be ap-
preciated, although the images are not of the same
scale. It can be easily seen that the recycled foam cor-
responds to a cellular type porous material, and that
the vegetable fibres of the coconut and the recycled
polyester (PET) are porous materials of the fibrous
type (Arenas, Crocker, 2010).

5. Results

Tests of eco-materials were carried out with alter-
native methods to those described in the ISO standard.
Also, the same materials were tested in concordance
with the ISO standard (1991) in an external labora-
tory in Portugal. The tests were conducted based on
the method B of alternated airflow. For all the meth-
ods three samples of each eco-material were tested and
the average of these three measurements was calcu-
lated.
In the case of the Ingard and Dear method, the

transfer function is measured between the two micro-
phone positions on the constructed prototype. The
airflow resistance value is obtained by looking for the
minima of the modulus of the imaginary part of this
function and extrapolating towards a zero frequency
value. To subsequently obtain the flow resistivity, the
value is multiplied by the air impedance and divided by
the thickness of the sample. Measurements considered
sound pressure levels of 126 dB at the rigid termi-
nation, corresponding to velocity amplitudes of ap-
proximately 0.144 m/s on the front side of the material
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sample at 100 Hz. Figure 4 shows an example of the
values measured for a polyester fibre with a density of
10 kg/m3 and thickness 4 cm (denoted as I400-40). As
expected, minima are observed at 100, 300, 500, 700,
and 900 Hz, approximately.

Fig. 4. Example of the values measured for a polyester fibre
sample using the Ingard and Dear method.

Figure 5 shows the results measured from the imag-
inary part of the transfer function H as a function of

Fig. 5. Results of Im(H) as a function of frequency for three
types of porous eco-materials; top: recycled foam, middle:
coconut fibres, bottom: recycled polyester fibre. The verti-
cal lines indicate the relevant upper frequency limits.

frequency for the three families of eco-materials stud-
ied in concordance with the method of Dragonetti et
al. To ensure a constant velocity for each frequency,
the sound pressure level inside the lower cavity was
111 dB, corresponding to an approximately airflow ve-
locity amplitude of 0.5 mm/s at the lowest frequency
considered in this study. The plots in Fig. 5 give in-
formation about the limit on frequencies of Eqs. (3)
and (5). The valid frequency limit is that in which the
values can be approximated to a straight line. This
frequency limit depends on intrinsic parameters of the
porous material, such as the tortuosity and porosity
values (Dragonetti et al., 2011). In the samples stud-
ied in this test and for the frequency ranges considered,
this dependence is shown clearly in Fig. 5 (bottom).
Figure 6 shows the average values of the airflow

resistivity (airflow resistance divided by the sample
thickness) in function of the frequency for each of the
eco-material samples.

Fig. 6. Flow resistivity as a function of frequency for three
types of porous eco-materials; top: recycled foam, middle:

coconut fibres, bottom: recycled polyester fibre.

Table 1 presents the values obtained from all tested
samples with both alternative indirect methods and
the results according to the standard. Density, thick-
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Table 1. Results of the airflow resistivity measured by different methodologies for the eco-material samples.
The values in parenthesis indicate the standard deviation.

Material Density
[kg/m3]

Thickness
[cm]

Airflow resistivity [kNs/m2]

Dragonetti et al. Ingard and Dear ISO 9053:1991
Method B

Recycled foam D60 61 3.2 9.2 (1.8) 9.0 (1.1) 6.1 (0.1)

Recycled foam D80 86 3.1 10.9 (4.4) 14.6 (0.7) 13.2 (0.1)

Recycled foam D120 135 3.1 21.0 (5.0) 13.5 (0.5) 35.6 (0.8)

Coconut fibres Coco1 128 1.9 3.1 (0.4) 2.8 (0.5) 2.6 (0.1)

Coconut fibres Coco2 100 2.9 2.3 (0.2) 1.9 (0.1) 1.9 (0.1)

Coconut fibres Coco3 83 4.2 1.8 (0.2) 1.5 (0.2) 1.2 (0.1)

Recycled polyester fibre I400-30 14 3.0 2.2 (0.4) 1.7 (0.1) 1.5 (0.7)

Recycled polyester fibre I400-40 10 4.0 1.4 (0.2) 1.3 (0.1) 1.1 (0.2)

Recycled polyester fibre I600-30 20 3.3 2.7 (0.2) 2.3 (0.5) 2.4 (0.3)

ness, average values of the airflow resistivity, and stan-
dard deviation are shown.
Analyzing the experimental results, it is important

to note several findings in particular. In the case of
the polyester fibre samples, which are lighter and ho-
mogenous in composition, both indirect methods offer
similar values and very low levels of error. Also, these
values are similar to the ones obtained with the ISO
standard. It is important to emphasize that the testing
with this type of light materials is more comfortable
with these indirect techniques than with the standard
one. With the indirect techniques, it was easier to cut
and adapt the sample correctly. However, in the case
of the standard, it is necessary to increase the precau-
tions. As a result, for these types of samples the use of
the two alternative indirect methods seems very ade-
quate.
For the coconut fibre samples, there is also a good

coincidence between the results of the tested methods
and the standardized method. The density of the co-
conut is greater than that of the polyester, the distri-
bution of the fibres is less homogeneous, and there are
more differences between the diameters of the fibres.
The errors in this case are not only due to the method
but also to the composition of the materials, which in-
creases the dispersion of the results. For these types of
materials, both proposed methods appear adequate.
With respect to the recycled foams, larger diver-

gences are observed. In the first place, the data of the
indirect methods are similar to D60 but it is not the
case for higher densities. These materials present high
heterogeneity in their composition. It is assumed that
these foams contain pieces of recycled foam of different
types, which means that each sample can have quite
a different composition. It is only possible to control
the density and thickness, as factors that the samples
share. In this sense, if the indirect methods are valid
they can offer an estimation of airflow resistivity which
can change due to the inhomogeneous composition.

It is important to highlight the value of the sam-
ple D120. In the case of the Dragonetti et al. method,
the error increased upon the increasing density of the
samples. In the case of the Ingard and Dear method,
the errors increased due to the construction of the tube
where indirect transmissions appear to reduce the dif-
ference between the pressure levels, thus reducing the
value of airflow resistivity.

6. Conclusions

This study presented the results of airflow resis-
tance for three families of eco-materials, measured by
two alternative methods to the ISO standard. It is pos-
sible to observe the dependency of frequency range
on the thickness of the samples and nature of the
material measured. In general, it was possible to ob-
serve that both alternative methods give similar val-
ues. In the case of the coconut fibres, the values mea-
sured using the Ingard and Dear method are closer
to the values measured with the ISO standard, while
the values obtained by the Dragonetti et al. method
slightly overestimate the values of airflow resistivity.
This also occurs in the case of the recycled polyester
fibres.
In the case of the materials of recycled foams, larger

differences are noted, which is explained by the inho-
mogeneity of this type of recycled material. It appears
reasonable that the test of eco-materials with the ISO
standard does not guarantee a reliable measured value
of airflow resistivity. In this sense, the indirect tech-
niques of Dragonetti et al. and of Ingard and Dear
appear useful, facilitating in many situations the test-
ing procedure. In other cases it can serve as a control
measurement for estimating the range in which this pa-
rameter can move. In every case, it can be concluded
that the alternative methods are a viable option to the
more complex, standardized procedures.
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1. Introduction

International standards concerning whole-body vi-
bration (WBV) and hand-arm vibration (HAV) are
prepared by ISO/TC 108/SC 4 and CEN/TC 231 who
are working together under the regulations of the VI-
ENNA AGREEMENT 2001. Currently, there are 83
published standards and amendments in the program
of both committees. This paper introduces some as-
pects of the latest developments in the work of these
two committees.
In the first section, two German projects are intro-

duced that affect WBV and HAV, and that are likely to
have some impact on international work programs. The
next section contains comments on projects for WBV,
followed by a section dealing with HAV-projects.
As far as current projects are concerned, the infor-

mation given here reflects only the momentary state of
the discussion, and there is no guarantee that the final
standards will actually contain the outlined concepts.

2. DIN projects affecting WBV/HAV

with probable impact on ISO and CEN

Two projects of the German Institute for Standard-
ization (DIN) are dealing with the measurement of vi-
brations from a more general point of view. The first
one addresses the question of the uncertainty of mea-
surement. The second is dealing with qualifications of
measurement personnel.
As far as the uncertainty of vibration measure-

ments is concerned, a DIN working group is prepar-

ing a guide (Technical Report) that summarizes the
information available in standards. Starting with the
GUM, ENV 13005:1999, ISO/BIPM, the principles of
the evaluation of uncertainty are given in the main part
of the future guide; annexes are dealing with common
situations for WBV, HAV, emission measurements of
(hand-held) machinery, and measurements of vibration
in the environment (immissions).
Another issue that affects both WBV and HAV is

the qualification of the measurement personnel. In this
case, the existing standards concerning qualifications
of measurement personnel in the field of machinery
surveillance are taken as a basis to develop a similar
scheme of qualification levels for the personnel of WBV
and HAV laboratories.

3. International WBV-projects

In the field of WBV, the measurement standard
ISO 2631-1:1997 is currently under revision. Two fur-
ther projects investigate the measurement of posture
together with WBV ISO/TR 10687:2012 and the effect
of shock on WBV exposure ISO 2631-5:2004.

3.1. WBV measurement ISO 2631-1

ISO 2631-1:1997 amended in 2010, is concerned
with the measurement of WBV and evaluation of the
effects of WBV with regard to health, comfort and
perception, and motion sickness. Minor technical re-
visions with regard to health have been incorporated
in the amendment of 2010. For example, the defini-
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tion of the daily exposure A(8) of the DIRECTIVE
2002/44/EC has been addressed, where the daily ex-
posure A(8) is expressed as the equivalent continuous
acceleration over an eight-hour period, calculated as
the highest (rms) value. The A(8) cannot be expressed
by the VDV.
Currently, the literature concerning health and

comfort effects is being reviewed. There are arguments
in the literature to simplify and revise the section on
comfort. The section on health effects, on the other
hand, still reflects in large parts the available knowl-
edge and will most likely not be revised thoroughly.
The structure of future revisions will depend on the
amount of changes. One possibility is to rewrite ISO
2631-1 with its current structure, another is to take
some parts out of ISO 2631-1 and establish them as
new parts of ISO 2631.

3.2. Posture and WBV: ISO/TR 10687

The aim of ISO/TR 10687:2012 is to define vari-
ables that should be reported whenever posture has
to be described within a WBV context. The document
lists several body angles which are defined by points on
the surface of a subject. The definition is descriptive
in the main part of the Technical Report and a math-
ematical definition is given in an informative annex.
A pictorial description of the lateral flexion of lum-
bar and thoracic spine is given in Fig. 1. Apart from
the definition of body angles, the Technical Report re-
quires the user to collect further information regarding
musculoskeletal load: whether or not a helmet is worn,
whether or not armrests are used, etc.

Fig. 1. Lateral flexion of lumbar and thoracic spine.

3.3. Shock ISO 2631-5

The effect of shock in the context of WBV is ad-
dressed in ISO 2631-5:2004. The idea of the existing
standard is to define a dose based on peaks of a trans-
fer function of an acceleration time series. The transfer
function in z-direction is defined by a neuronal net-
work trained at a special set of acceleration time se-
ries. In the x- and y-direction, the transfer function
is produced by a single-degree-of-freedom lumped pa-
rameter model. Due to this different evaluation of the
vibrational axes and some other theoretical drawbacks,
this standard is currently under revision.
At the moment, two methods are in the discussion

which will apply to different excitation regimes: un-
weighted acceleration time series with peaks above or
below 9.81 ms−2. Both methods retain the underlying
idea of a dose based on peak values of a transfer func-
tion. The method for smaller peaks has already been
published as a specification (Technical Report) in Ger-
many: DIN SPEC 45697:2012-06.

4. International HAV-projects

The following three subsections are concerned with
standardization projects in the field of HAV. The as-
sessment of coupling forces is presented, followed by
the development in emission standards and, finally, the
ideas concerning a revision of the frequency weighting
for neurological and vascular effects.

4.1. Standards governing coupling forces
for hand-arm vibration

ISO 5349-2:2001 requires measurement to be per-
formed directly at the point of transmission to the
hand-arm system for precise determining of the vi-
bration stress upon the hand-arm system caused by
a hand-held or manually guided machine or control el-
ement. Since this is not possible for technical reasons,
the vibration is measured on the handle of the machine
or the control element.
Where measurement is performed on the handle of

the machine, the result of the measurement and the
stress upon the hand-arm system are influenced con-
siderably by the coupling of the hand to the machine or
control element. Stronger coupling results in a drop in
the acceleration values measured at the handle, since
more energy is transmitted to the hand-arm system.
The stress also increases with rising coupling. Equally,
it is necessary for measurement purposes to differenti-
ate between various forces acting upon the hand-arm
system.
To address this issue, DIN V 45679, which was pub-

lished as long ago as 1998, describes not only the fre-
quency weighting, but also a further weighting that is
dependent upon the coupling force.
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ISO 15230, published in 2007, purposefully ad-
dresses the parameters of interaction between the hand
and the machine and sets out measurement methods
and the requirements applicable to instruments. How-
ever, it does not state procedures for evaluating the
data.
The German proposal for a supplement containing

an evaluation method to be added to ISO 15230 has
been rejected. This resulted in development of a CEN
Report on the European standardization level, pub-
lished in 2012 in the form of CEN/TR 16391. Besides
dealing with the recommendations made in DIN 45679
concerning evaluation, the report contains guidance on
the selection of machines and training of the user for
the purpose of reducing the transmitted vibration and
thereby the stress caused by it.
The revised version of DIN 45679 published in 2013

contains the provisions in ISO 15230 and the evalua-
tion method to CEN/TR 16391. An English version of
the standard is in preparation.

4.2. Standards for measuring hand-arm vibration
emissions

Conversion of the measurement method in the
ISO 5349-1 basic standard from one to three axes of
measurement necessitated revision of the ISO 8662 se-
ries of standards governing the measurement of emis-
sion values.
Whereas earlier standards governing emissions

were developed only with regard to high reproducibil-
ity of the measured values and for comparison of ma-
chines within a group, the new ISO 28927 series con-
tains more realistic operating conditions for the group
of machines concerned for the purpose of risk assess-
ment.
Owing to the standardization work conducted in

parallel by CEN and CENELEC, deviations in the
provisions concerning the measurement locations for
electrically driven machines in IEC 60745-1 required
an alternative measurement location to be specified
rather than the one measurement location previously
defined in the CEN standards (ISO 20643). As a re-
sult of these changes, adaptation was also required of
the basic standard (ISO 20643). This in turn required
new measurement locations for the workplace measure-
ments. An amendment to ISO 5349-2 gives examples
of the newly specified alternative measurement loca-
tions.

4.3. Standard for a new frequency weighting
for hand-arm vibration

In response to a request by France, the prelimi-
nary work item (PWI) was discussed at the meeting
of WG 3 of ISO/TC 108/SC 4 in September 2008.
The results of the enquiry showed that the existing

frequency weighting in ISO 5349-1 enjoyed recognition
and general use, both in legislative texts and in many
standards. The group was therefore unanimous in rul-
ing out a change in this weighting in the immediate
future. The group agreed however to define a supple-
mentary frequency weighting which would give better
consideration to the neurological and vascular effects.
In June 2011, a workshop on the subject was held in
conjunction with the Conference on Hand-Arm Vibra-
tion in Canada. A draft alternative frequency weight-
ing that had been drawn up by the Canadian head of
the project was discussed at the meeting of the WG 3
held in Nancy in September 2012 and is to be com-
pleted by the next meeting in September 2013 in the
form of ISO 18570. Under discussion is a new supple-
mentary curve with a flat frequency range between the
cut-off frequency of 200 Hz and 400 Hz (Brammer,
Pitts, 2012).
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The paper consists of study results of exposure to high frequency noise at metalworking workplaces.
The study was carried out using objective methods (measurements of parameters characterizing the noise)
and subjective studies (questionnaire survey). Metalworking workplaces were located in a steel structure
(e.g. deck gratings) of the manufacturing plant. The results are equivalent sound pressure levels in the
1/3 octave frequency bands with center frequencies from 10 kHz to 40 kHz in reference to an 8-hour
workday equal to approximately 81–105 dB at most of the tested workplaces and exceed permissible
values. The questionnaire survey of annoyance high frequency noise (i.e. in the audible frequency and low
ultrasound range) was conducted among 52 operators of machines. Most of the workers describe the noise
as: buzzing, insistent, whistling and high-pitched squeaky. Respondents specify the noise levels occurring
at workplaces as: loud, impeding communication, highly strenuous and tiring.

Keywords: ultrasonic noise exposure, metalworking workplaces.

1. Introduction

The broadband noise containing high audible fre-
quencies (10–16 kHz) and low ultrasonic frequencies
(20–40 kHz) at workstations is in Poland defined as
ultrasonic noise. The assessment of ultrasonic noise ex-
posure is based on (equivalent and maximum) sound
pressure levels in the 1/3 octave band (the central
frequencies are in the range from 10 kHz to 40 kHz)
(Regulation of the Minister of Labour and Social Pol-
icy of 29 November 2002). The main sources of ul-
trasonic noise in the working environment are the so-
called low frequency ultrasonic technological devices,
including washers, welders, drills, soldering tools and
galvanizing pots (Smagowska, 2013). Apart from the
above-mentioned technological devices, in which the
ultrasonic vibrations constitute the working factor, ul-
trasonic noise arises also as an unintentional result of
the work of many machines and devices. The existence
of ultrasonic components of significant sound pressure
levels has been found in the work of devices where
phenomena of aerodynamic (flow or outflow of com-
pressed gas) or mechanical character (big rotational
speed of machine elements) occur (Smagowska, 2010;
2012). This refers to compressors, blowpipes, valves,

pneumatic tools and high-speed machinery (planers,
millers, circular saws and some textile machinery).
The results of exposure to ultrasonic noise may af-

fect the workers hearing organ (hearing losses) and
the non-hearing parts of the body (Pawlaczyk-
Łuszczyńska et al., 2007; Smagowska, Mikulski,
2012). For the prevention of adverse effects of ultra-
sonic noise exposure and related hearing losses, Max-
imum Admissible Intensities1 (MAI) have been deter-
mined (Regulation of the Minister of Labour and Social
Policy of 29 November 2002).
This paper contains measurement and assessment

results of exposure to ultrasonic noise from the so-
called non-technological noise sources at metal work-
places. The assessment was carried out using objective
methods (measurements of parameters characterizing
noise within the frequency range covering sounds and
ultrasonics of frequencies from 10 kHz to 40 kHz) and
subjective studies (questionnaire survey). The test re-
sults are presented below.

1MAI – admissible exposure limits of a health-damaging fac-

tor are established as exposure levels adjusted to the properties

of respective factors, so that the impact of the factor on an em-

ployee during his work activity shoud not bring about adverse

consequences on the state of his health or on that of future gen-

erations.
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2. Admissible values of ultrasonic noise

in Poland

The admissible values of ultrasonic noise in respect
of health protection of workers, valid in Poland, are
specified in the Regulation of the Minister of Labour
and Social Policy of 29 November 2002 (Regulation of
the Minister of Labour and Social Policy of 29 Novem-
ber 2002). On the basis of measurements, the physical
parameters characterizing ultrasonic noise are identi-
fied as follows:
• the equivalent sound pressure level in the 1/3 oc-
tave band with central frequency, f , from 10 kHz
to 40 kHz, referred to an 8-hour working day,
Lfeq,8h, or to the working week, Lfeq,w, both in
dB; the reference to a working week is exception-
ally used in case of the irregular ultrasonic noise
influence on the human organism in certain days
of the week or when an employee works in a num-
ber of days a week different from 5),

• maximum sound pressure levels in 1/3 octave
band with the central frequency, f , from 10 kHz
to 40 kHz, Lf max in dB.

Admissible equivalent sound pressure levels at work-
station referred to 8-hour working day and maximum
sound pressure levels in 1/3 octave bands consists Ta-
ble 1.

Table 2. Values of equivalent sound pressure levels at workplaces.

No. Machine Activity

The equivalent sound pressure level Lfeq,8 h

in 1/3 octave bands
in reference to an 8-hour workday, in dB

10 12.5 16 20 25 31.5 40

1. Plate saw – Tyro cutting of deck gratings 96.6 86.7 81.5 88.3 80.4 79.5 74.1

2. Plate saw – automatic drive cutting of deck gratings 89.0 100.2 96.0 86.2 89.4 86.0 87.2

3. Plate saw – hand drive cutting of deck gratings 84.7 75.2 75.2 82.7 73.2 76.3 67.4

4. Plate saw – Trennjaeger cutting of deck gratings 94.1 104.8 93.8 91.9 94.1 87.2 86.6

5. grinder for sharpening
sharpening of circular saw’s
teeth 81.1 79.4 80.6 48.5 74.9 73.0 70.2

6. welding machine – ESAB
burning out a shape on the
grating with oxygen-acetylene
mixture

81.1 78.1 79.2 80.7 82.4 84.2 85.8

7. welder SCI 1500 submerged arc 74.5 72.4 70.9 67.8 65.6 65.0 62.8

8. Johnson’ rotary cutter
cutting of iron plate
(m. – platform 1) 91.0 76.3 81.5 80.9 70.9 67.7 61.3

9. Johnson’ rotary cutter
cutting of iron plate
(m. control pulpit) 82.5 68.5 75.5 76.0 64.3 61.4 56.9

10. Johnson’ rotary cutter
cutting of iron plate
(m. – platform 2) 86.1 75.2 82.7 84.4 82.8 67.4 67.9

11. arc welder carbon-arc air gouging 102.8 102.1 100.1 98.9 98.2 98.0 96.9

12.
machine for plasma cutting
– Plasmatome 20HPO

cutting of deck gratings of
plasma burner 78.5 93.7 83.8 86.2 91.5 92.7 96.2

13. welding line EVGZ termal welding of deck grating 82.7 84.7 85.5 84.4 84.2 85.0 84.3

Table 1. Admissible equivalent sound pressure levels at
a workstation referred to 8-hour working days and maxi-

mum sound pressure levels in 1/3 octave bands.

Central
frequency
of 1/3 octave
bands f [kHz]

Admissible
equivalent sound
pressure levels
Lfeq,8 h,dop [dB]

Maximum admissible
sound pressure

levels Lf max,dop [dB]

10; 12.5; 16 80 (771)(752) 100

20 90 (871)(852) 110

25 105 (1021) (1002) 125

31.5; 40; 110 (1071)(1052) 130
1Admissible values of equivalent ultrasonic noise sound
pressure levels for pregnant women (Regulation of the
Council of Ministers of 10 September 1996).
2Admissible values of equivalent ultrasonic noise sound
pressure levels for juveniles (Regulation of the Council of
Ministers of 24 August 2004).

3. Results of measurements and assessment

of ultrasonic noise at selected

metalworking workplaces

The equivalent sound pressure levels in 1/3 octave
bands with the central frequency, f , from 10 kHz to
40 kHz, Lfeq,8 h and maximum sound pressure levels
in 1/3 octave bands with the central frequency, f ,
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Table 3. The values of maximum sound pressure levels at workplaces.

No. Machine Activity
The maximum sound pressure level Lf max,

in 1/3 octave bands , in dB
10 12.5 16 20 25 31.5 40

1. Plate saw – Tyro cutting of deck gratings 108.2 97.2 94.4 102.8 92.6 91.8 89.0

2. Plate saw – automatic drive cutting of deck gratings 99.6 114.1 109.9 94.7 103.3 100.0 101.4

3. Plate saw – hand drive cutting of deck gratings 108.0 99.4 97.6 104.4 94.4 94.5 88.5

4. Plate saw – Trennjaeger cutting of deck gratings 106.5 120.3 105.9 104.1 107.1 100.0 99.6

5. grinder for sharpening
sharpening of circular saw’s
teeth 85.3 83.1 84.0 81.3 77.9 76.1 73.3

6. welding machine – ESAB
burning out a shape on the
grating with oxygen-acetylene
mixture

88.4 85.9 85.7 86.5 88.7 91.1 93.5

7. welder SCI 1500 submerged arc 72.7 76.3 73.3 70.5 69.8 68.5 67.2

8. Johnson’ rotary cutter
cutting of iron plate
(m. – platform 1) 101.4 83.8 90.5 88.3 86.2 75.2 66.1

9. Johnson’ rotary cutter
cutting of iron plate
(m. control pulpit) 85.8 73.0 79.4 86.0 75.1 63.7 65.1

10. Johnson’ rotary cutter
cutting of iron plate
(m. – platform 2) 94.1 85.7 87.6 91.8 90.4 72.2 75.0

11. arc welder carbon-arc air gouging 121.8 121.2 120.4 119.8 118.4 117.3 116.3

12.
machine for plasma cutting
– Plasmatome 20HPO

cutting of deck gratings of
plasma burner 84.2 103.0 92.4 96.0 102.2 104.3 107.1

13. welding line EVGZ termal welding of deck grating 90.3 91.9 93.1 92.6 92.4 94.2 94.3

from 10 kHz to 40 kHz Lf max have been measured at
selected metalworking workplaces. The measurements
of the noise parameters were taken in places where
the employee’s stay during work (i.e. at a distance be-
tween 0.5 m and 1.5 m from the noise source, depend-
ing on the workplace type). The studies were carried
out during the following operations: cutting of deck
gratings, sharpening of circular saw’s teeth, burning
out a shape on the grating with an oxygen-acetylene
mixture, submerged arc and plasma arc welding, cut-
ting of a metal sheet with rotary shears, carbon-arc air
gouging of joints, and pressure welding of deck grating.
The results of measurements of the noise parameters
are presented in Tables 2 and 3.
The values of equivalent sound pressure levels in

1/3 octave frequency band with the central frequency,
f , from 10 kHz to 40 kHz, in reference to an 8-hour
workday are within the range of 81–105 dB at most of
the tested workplaces. In most cases, the excess of MAI
values for ultrasonic noise occurs for this parameters.
The operation of submerged arc welding is the only ex-
ception (measured levels are within the 63–75 dB range
during operating the welder SCI 1500). The highest
equivalent sound pressure levels are measured during
the carbon-arc air gouging of joints; they are equal to
97–103 dB. The measured maximum sound pressure
levels in 1/3 octave bands of frequencies from 10 kHz
to 40 kHz vary between 64 and 122 dB. Allowable val-

ues of this parameter are exceeded in 1/3 octave bands
of 10 kHz, 12.5 kHz and 16 kHz during the following
activities: cutting of deck gratings, cutting of metal
sheets and carbon-arc air gouging of joints. The highest
equivalent sound pressure levels occur during carbon-
arc air gouging of joints and vary in this case within
the range of 116–122 dB.

4. Questionnaire survey results

The questionnaire survey was conducted for 52 op-
erators of machines used in the manufacturing of the
aforementioned deck gratings. This was performed in
order to carry out the subjective assessment of noise
exposure at workplaces. The tested group consisted
of men; the group’s average period of working was
approximately 11 years. The average age experience
within the surveyed group equalled to 40 years. About
95% of the surveyed workers were employed on a full-
time basis.
92% of the respondents stated that they are ex-

posed to noise constantly. The noise was character-
ized by the majority of workers as: droning, insistent,
creaking, whistling and squeaky, whereas slightly fewer
people described it as roaring and wheezing. Male re-
spondents unequivocally considered the Sound Pres-
sure Level (SPL – in the survey “noise level”) at their
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workplaces as: not nuisance, tolerable, loud, impeding
communication, high bothersome and tiring. Figure 1
shows survey results for the workers subjective assess-
ment of the ‘noise level” at their workplaces. About
50% of responses confirmed that the “noise level” is:
loud, impeding communication, high bothersome and
tiring.

Fig. 1. Employees subjective assessment of the “noise level”
at workplaces for the production of deck grating.

Figure 2 presents survey results for the employees’
subjective assessment of the degree of annoyance of
the level of noise at workplaces for the production of
deck grating The following terms received the largest
number of points on the scale representing the degree
of annoyance of noise: horrible, enormous, persistent,
and intense.

Fig. 2. Employees’ subjective assessment of the degree of
annoyance of the level of noise at workplaces for the pro-

duction of deck grating.

Audiometric tests are performed at least once ev-
ery two years, what was confirmed by the respon-
dents, in their subjective appraisal. 17% of the in-
terviewee considered the state of their hearing as de-
fective. 21.2% of the employees have a nuisance in
hearing normal speech, whereas in case of a whis-
pering voice these difficulties were noticed by 50% of
respondents. 26.9% of the questionnaire people suf-
fer tinnitus, 19.2% claim to understand very loud
speech. All interviewed people have and wear hear-
ing protector devices (alternatively): earmuffs (9.6%).
earplugs (61.5%) and custom-made earplugs (96.2%).
The most often enumerated machines and devices used

at their workplace are: acetylene-oxygen torch, pneu-
matic tool, grinder, plasma cutting processes, cut-
ting with acetylene-oxygen torches and gas metal arc
welding.

5. Summary

The results of measurements and the assessment of
high frequency noise at selected metalworking work-
places confirmed that during operating these devices
and machines the workers are exposed to an occupa-
tional risk of ultrasonic noise. The results have proved
a large diversity of risk at workplaces of different types
of machines The highest values characterizing this haz-
ard factor occur most often within the operating fre-
quency of the equipment. In case of non-technology
ultrasonic noise sources, they exceed the ultrasonic
noise MAI values in three primary 1/3 octave bands of
central frequencies: 10 kHz; 12.5 kHz and 16 kHz. Due
to the fact that these frequency bands overlap clearly
with the upper range of audible sound frequencies, the
risk of the occurrence of hearing damage is assessed as
high.
The results of the subjective test confirmed the

annoyance of exposure to this type of noise in the
environment. In the relation between objective and
subjective results of exposure to this hazard factor
in the work environment, it is necessary to take ap-
propriate preventive actions (technical organizational
and medical actions) (Regulation of the Minister of
Health and Social Policy of 30 May 1996 Regulation
of the Minister of Economy and Labour of August 5,
2005). Devices emitting high frequency noise should
be equipped by the manufacturers with means of tech-
nical protections against noise (soundproof and iso-
lation casings shields or silencers) (Dobrucki et al.,
2010) In the case when those ways of noise limitations
at workplaces are impossible, the employer should fit
the workers with hearing protections or plugs. When
the measurements of noise parameters in reference to
an 8-hour workday the MAI values are exceeded, a
properly time of work or even a full stop of activ-
ity should be implemented as well as employees’ ro-
tation. Technical and organizational activities have to
been used at the same time with medicine prevention.
A preliminary and periodic medical care should be pro-
vided.
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Research in termoacoustics began with the observation of the heat transfer between gas and solids.
Using this interaction the intense sound wave could be applied to create engines and heat pumps. The most
important part of thermoacoustic devices is a regenerator, where press of conversion of sound energy into
thermal or vice versa takes place. In a heat pump the acoustic wave produces the temperature difference
at the two ends of the regenerator. The aim of the paper is to find the influence of the material used for
the construction of a regenerator on the properties of a thermoacoustic heat pump. Modern technologies
allow us to create new materials with physical properties necessary to increase the temperature gradient
on the heat exchangers. The aim of this paper is to create a regenerator which strongly improves the
efficiency of the heat pump.

Keywords: thermoacoustics, heat pump, engines, traveling wave.

1. Introduction

Thermoacoustics refers to a physical phenomenon
by which a temperature difference can create and am-
plify sound waves and vice versa: the sound wave
causes the formation of the temperature difference be-
tween the two heat exchangers. The principle of opera-
tion equipment involves the use of a cyclic interaction
between the acoustic waves and gas particles. Under
the influence of an acoustic wave, gas particles oscil-
late near the equilibrium position causing perturba-
tions of pressure and displacement. In thermoacoustic
devices, the acoustic wave is brought to interact with
the porous structure, called regenerator. The regener-
ator is made of a material with a much higher heat
capacity compared to the gas medium through which
the sound wave propagates. The function of regener-
ators in thermoacoustic systems is an exchange and
temporary storage of heat. A thermoacoustic layout
can be generally divided into two segments:
• the part containing a thermodynamic regenerator,
two heat exchangers and a thermal buffer column;

• the acoustic system that provides adequate con-
ditions for the acoustic wave (a waveguide and
sound source).
The people who worked as glassblowers were the

first to observe the thermoacoustic effect. They no-

ticed that the heated pipes for blowing glass made
sounds. In 1777, Byron Higgins observed that plac-
ing the flame at both ends of an open tube resulted
in the appearing of an audible sound. Another de-
scribed example of this phenomenon is the P.L. Rijke
pipe reported in 1859 (Ward, Swift, 1996). He ob-
served that placing hot metal at the bottom of both
ends of an open tube leads to an emergence of strong
oscillations of gas molecules. The tube generates a
sound only at the vertical orientation. Rijke’s tube
closed at one end can generate a sound if the end is
heated. This phenomenon was observed by a German
physicist Sondhauss. Currently the Sondhauss Tube
is known as the first heat engine (transformation of
thermal energy into the acoustic wave – mechanical
work).
After discovering the phenomena mentioned above,

it was also found that they are reversible, i.e. acous-
tic vibrations can be produced by the heat flow, or
vice versa – a heat flow can be produced by acoustic
vibrations.

2. Classification of thermoacoustic devices

Devices in thermoacoustics can be classified accord-
ing to the type of operation (engines, heat pumps),
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used materials (regenerators, stacks), and with respect
to the type of acoustic wave (standing and running
waves). According to Garrett thermoacoustic devices
can be divided in the following way:

• engines with a standing wave;
• heat pumps working with a travelling wave;
• engines with a travelling wave;
• heat pumps working with a standing wave.

2.1. Classification of devices with respect
to the type of wave

Waves can be classified according to the phase dif-
ference between the sound pressure p and the acous-
tic velocity v (Dobrucki, 2007). Ceperley (1979;
1982) reasoned why running waves are more appro-
priate in thermoacustic processes. Thermoacoustic de-
vices based on a travelling wave feature an advan-
tage that the pressure and velocity are in phase while
the wave passes through the regenerator (Backhause,
2002). The gas enters a cycle of compression, heating,
expansion and cooling, similar to the cycles in Stirling
or Carnot engine.
Because the pores in the regenerator are small, as

compared with the thermal penetration depth param-
eter (rh ≪ δκ), the thermal contact between the par-
ticles of gas and the regenerator elements will be al-
most perfect (Schutte, 2009). As a result, there is
a constant exchange of heat between the gas and the
material that takes place over a vanishingly small tem-
perature difference, which causes a slight increase in
entropy.
Figures 1 and 2 explain why the hydraulic radius

rh must be substantially smaller than δκ If the ther-
mal contact is poor (rh ≃ δκ), heating and cooling are
delayed and the device using traveling waves works in-
effectively. The ineffective work of the thermoacoustic
device contributes to the shifting of 2 and 4.
This phenomenon can be used to make the work of

a thermoacoustic device more efficient, provided that
the traveling wave is changed into a standing wave.

Fig. 3. Measurement arrangement.

Fig. 1. Pressure and acoustic velocity as a function of time
for a travelling wave (rh ≪ δκ).

Fig. 2. Pressure and acoustic velocity as a function of time
for a traveling wave (rh ≃ δκ).

If the wave propagates in the direction of the tem-
perature gradient, the system works as an engine. How-
ever, if the propagation direction is opposite to the
gradient of temperature, the system works as a heat
pump.

3. Measurement arrangement

The measurement setup is shown in Fig. 3. Since
the measurements are time-consuming, the measure-
ment position is fully automated. The whole measure-
ment is being controlled by a computer with software
created in LabView.



B. Kruk – Influence of Material Used for the Regenerator on the Properties. . . 567

The materials used to build the regenerator were
supplied by the University of Twente (Netherlands).
The following materials have been tested: aluminum,
steel, politetrafluoroethylene (PTFE), rockwool, glass-
wool.
The material shown in Fig. 4 is made of aluminum

molded foam.

Fig. 4. Left – aluminum, right – enlargement
of the material.

The material shown in Fig. 5 was cut from a grid
made of steel wire with the diameter of 0.01 mm.

Fig. 5. Top – steel, bottom – enlargement of the material.

The material shown in Fig. 6 was made of polite-
trafluoroethylene. For the improvement of the ther-
moacoustic properties of the material, there have been
drilled holes with the diameter of 0.01 mm. If these
holes are closed the material will lose its improved
properties.

Fig. 6. Material – politetrafluoroethylene.

a) b)

Fig. 7. Material: a) rockwool, b) glasswool.

A heat exchanger is a piece of equipment built for
an efficient heat transfer from one medium to another.
In the described thermoacoustic heat pump, heat ex-
changers are used to inject and remove heat from the
system. Heat exchangers are made of copper. This ma-
terial features very good thermal conductivity charac-
teristics necessary for efficient operation of the entire
device. The heat exchanger is shown in Fig. 8.

Fig. 8. Heat exchanger.

A modular design allows to create regenerators of
any thickness. It allows to verify the influence of thick-
ness on the differences in temperature between hot and
cold heat exchangers. The example regenerator module
is shown in Fig. 9.

Fig. 9. Regenerator module – aluminum width 2005 mm.

4. Results

A single measurement point should take about 5.5
minutes to assure the stabilization of temperature on
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the heat exchangers. The sound pressure level was
measured with a 1/4′′ microphone at the cold heat
exchanger. The measurements were carried out for
the pressure level of 140 dB. In order to match the
impedance at the end of the waveguide, the absorbing
material with absorption coefficient close to unity is
attached to its end.
Removal of the absorbing material of the pipe

causes formation of standing waves. That is the reason

Fig. 10. Temperature gradient as a function of the frequency depending on the impedance matching waveguide.

Fig. 11. Dependence of the absorption coefficient on the frequency for the absorbing material at the end of a tube.

Fig. 12. Temperature gradient as a function of the frequency depending on the material of the regenerator.

why for frequencies above 150 Hz the device does not
work properly. This relationship is shown in Fig. 10.
Figure 11 shows the dependence of the absorption

coefficient on the frequency.
The temperature difference between the hot and

cold ends of the heat exchanger is shown in Fig. 12.
One can see the importance of the regenerator in

the thermoacoustic device but a more important thing
is the particular material it was made of.
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Fig. 13. Temperature gradient as a function of the frequency, depending on the width of the regenerator,
material – aluminum.

Fig. 14. Regenerator temperature as a function of the frequency.

Figure 13 presents the results of the temperature
gradient as a function of the frequency depending on
the width of the regenerator. One can see the rela-
tion between the width of the regenerator and the fre-
quency bandwidth where maximum temperature dif-
ferences appear.
Figure 14 shows the temperature of the hot and

cold heat exchangers as a function of the frequency.

5. Conclusions

Comparing the present results with the data ob-
tained before the modification of the measuring ar-

rangement (Janowicz, 2011; Dobrucki et al., 2012)
significantly important differences can be observed.
These differences result from a change of an acoustic
pressure level place (the measurement of pressure on
the cold heat exchanger) and the use of accurate mea-
suring devices (for example: the use of PT1000, which
has greater sensitivity and accuracy as compared to k-
type thermocouples used in previous measurements).
In Table 1 the results obtained in the study by Jano-
wicz (2011) are presented.
The maximum values of temperature differences

between the hot and cold heat exchangers for the
tested materials are summarized in Table 2.
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Table 1. Summary of the results – Janowicz (2011).

material width [mm] f [Hz] t2-t1 [◦C]

aluminum 6.0 280 5.8

steel 6.0 280 9.8

glasswool 40 280 4

rockwool 23 280 18

Table 2. Summary of the results.

material width [mm] f [Hz] t2-t1 [◦C]

aluminum

31 180 17

22 170 14.1

12 200 10.5

6 200 6.9

steel 6 200 6.9

glasswool 18.8 200 18.8

rockwool 10 170 34.2

PTFE 10 120 3.4

Comparing the results it can be seen that the im-
plemented modifications significantly improved the ob-
tained temperature gradients.
As it can be seen the best properties were obtained

for aluminum and mineral wool: the temperature dif-
ferences at both ends of the regenerator reached the
value of 34◦C. Much worse properties were observed for
PTFE and glasswool, for which at frequencies higher
than 120 Hz, the temperature changes could not be ob-
served. This is caused by the lack of transparency for
an acoustic wave.
These studies are the beginning of work on a heat

pump In the future the results may support the con-
struction of a thermoacoustic engine. In order to op-
timize the geometric dimensions of the regenerator, it
is necessary to measure the gas flow resistivity of com-
pared materials.

The results can be used to create the optimal ma-
terial needed to build the regenerator. At the present
state the temperature differences in the heat exchanger
may reach the value of about 35◦C.
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In Memoriam

Professor Marian URBAŃCZYK

1948– 2013

Polish acoustical community mourns the loss of
Professor Marian Urbańczyk who passed away on July
10, 2013.
Professor Marian Urbańczyk was born on Febru-

ary 2nd, 1948, in Katowice (Poland). There he at-
tended the Silesian Technical College (Śląskie Tech-
niczne Zaklady Naukowe), where he was a student of
the electrical engineering and electronics class and in
1967 completed his secondary education with school-
leaving examination and a honorary mention. In 1973,
he graduated successfully (again with distinction) from
the Faculty of Electrical Engineering at the Silesian
University of Technology (Politechnika Śląska) in Gli-
wice. The same year he has joined the SUT’s Institute
of Physics as a university teacher at the newly cre-
ated Faculty of Mathematics and Physics. The late
Professor Urbańczyk remained connected with the
Institute until 2009, from 2007 to 2009 performing
the function of its Deputy Director for Students’ Af-
fairs.
The scope of the Professor’s scientific interest com-

prised electronics of solid state, metrology, and tech-
nical physics, with special attention paid by him
to acoustics, including acoustoelectronic systems and
their applications in technology and metrology.

In 1981, Marian Urbańczyk delivered his doctor’s
dissertation concerning technical acoustics at the In-
stitute of Fundamental Problems of Technology Pol-
ish Academy of Sciences (IPPT PAN) in Warsaw. In
the year 1999, he was granted the post-doctoral de-
gree (habilitation) by the Council of the Faculty of
Electronics at the Wrocław University of Technology.
In 2012, Marian Urbańczyk was made full professor by
the President of Poland.
The Silesian University of Technology in Gliwice

remained the scene of Professor Urbańczyk’s scientific
activity to the very end of his life.
Since September 1, 2009, Professor had been work-

ing at the Department of Optoelectronics at the SUT’s
Faculty of Electrical Engineering, acting as its Deputy
Director.
Professor Marian Urbańczyk was a promoter of sev-

eral doctor’s dissertations and numerous master theses.
In the framework of his didactic work, he has organized
many students’ laboratories and workshops. He was
also the author of a wide variety of teaching curricu-
lums (syllabuses). The late Professor Urbańczyk was
highly valued both by his students and co-workers.
Professor Marian Urbańczyk was an unquestion-

able authority in the field of technical acoustics,
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metrology, and electronics, and an internationally ac-
knowledged author (and co-author) of more than 200
scientific publications, nearly 50 of them having been
included in the ISI list. His papers were published in
highly-ranked journals and frequently cited by other
authors. He was also the co-author of numerous patents
and patent applications.
The Professor was a member of Scientific Commit-

tees of many conferences, both domestic and interna-
tional.
Professor Marian Urbańczyk was a member of

many international and Polish scientific societies, in-
cluding the European Acoustical Association (EAA),
the International Optical Engineering Society (SPIE),
the Polish Acoustical Society (PTA), the Photonic
Society of Poland, the Polish Physical Association
(PTF), and the Polish Association of Sensor Technol-
ogy (PTTS).
Since 1975, Professor Urbańczyk was a member

of the Polish Acoustical Society (PTA), elected later
the Member of the Main Board of this organization and

the Chairman (Local President) of the Board of Upper
Silesia Branch of the PTA.
The Professor acted also as a co-organizer of annual

international conferences, including the Winter School
on Wave and Quantum Acoustics and the Workshop
on Acoustoelectronics.
For his scientific achievements, Professor Ur-

bańczyk has been awarded state orders, medals, and
scientific rewards.
Professor Urbańczyk’s death is an irreparable loss

to the Silesian University of Technology, the Polish
Acoustical Society, and the whole Polish scientific com-
munity.
Professor Marian Urbańczyk was an extraordinary

person, always very kind-hearted and understanding
for others. For those who knew him personally, he was
a Friend and a Master.
And as the Friend and the Master we will retain

him in our fond memory.

Tadeusz Pustelny
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In Memoriam

Professor Mikołaj ŁABOWSKI

1935– 2013

Mikołaj Łabowski, Professor Emeritus at the In-
stitute of Acoustics, Adam Mickiewicz University in
Poznań, passed away on the 18th of October, 2013.
Professor Mikołaj Łabowski was born on the 17th

of December, 1935, in Florynka in the southern part
of Poland. He graduated from the Faculty of Math-
ematics, Physics and Chemistry of the Adam Mick-
iewicz University receiving his Master of Science de-
gree in physics in 1962. Eight years later he obtained
his PhD title from the same university. In 1981, on
the basis of the book “Ultra- and hypersonic proper-
ties of selected liquids and critical mixtures” he ob-
tained the degree of habilitated doctor. The President
of Poland awarded him the titles of Associate Pro-
fessor in Physics in the year 1991 and Full Professor
in 1999.
From 1985 to 1987, Mikołaj Łabowski held the post

of Vice-Dean for Students’ Affairs at the Faculty of
Mathematics and Physics of the AdamMickiewicz Uni-
versity. In the years 1996–1999, he was the Director of
the University’s Institute of Acoustics. He held many
posts in the Polish Acoustical Society, of which he was
a Honorary Member. He always served with advice and
assistance in scientific matters to the Committee of
Acoustics of the Polish Academy of Sciences.

Professor Łabowski was an outstanding scientist,
one of the founders of ultrasonic physics in Poland.
After returning from scholarship in the Lomonsov Uni-
versity in Moscow, he became an expert in the field of
ultrasonic studies of liquids and liquid mixtures. His
groundbreaking works on ultrasonic properties of crit-
ical binary mixtures opened up new perspectives in
the research of dynamic phenomena in the vicinity of
critical temperatures. Professor Łabowski’s outstand-
ing scientific achievements were recognized by reward-
ing him the Minister of Education Prize in the years
1981 and 1987.
Throughout his whole professional career associ-

ated with the Adam Mickiewicz University in Poz-
nań, Professor Łabowski has published over 100 pa-
pers, mostly in renowned international scientific jour-
nals, and carried out an intensive teaching activity.
Through his profound knowledge and enthusiasm, Pro-
fessor Mikołaj Łabowski continuously inspired col-
leagues and collaborators and decisively shaped the
development of ultrasonic physics in Poznań.
With the death of Professor Mikołaj Łabowski, Pol-

ish acoustics has lost a great researcher, teacher, and
scholar.

Tomasz Hornowski
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Calendar of events

Conferences

Conferences in Poland

XLII Winter School on Vibroacoustical Hazards Suppre-
sions, 3 – 7 March 2014, Szczyrk
http://ogpta.polsl.pl/oddzial/

XLIII Winter School on Wave and Quantum Acoustics,
3 – 7 March 2014, Szczyrk, http://ogpta.polsl.pl/oddzial/

XXXI Symposium on Hydroacoustics, May 13–16, 2014,
Świnoujście, http://www.sha2014.pl/

LXI Open Seminar on Acoustics, 7 – 12 September 2014,
Kraków, http://www.osa2014.agh.edu.pl

International Conferences

5 – 9 May, Providence, USA 167th Meeting of the Acousti-
cal Society of America
http://www.acousticalsociety.org

1 – 5 June, Nara, Japan 11th International Congress on
Noise as a Public Health Problem (ICBEN 2014)
http://www.icben2014.com/

22 – 27 June, island of Rhodes, Greece 2nd International
Conference and Exhibition on Underwater Acoustics
http://www.uaconferences.org

6 – 10 July, Beijing, China 21th International Congress on
Sound and Vibration (ICSV21)

7 – 12 September, Krakow, Poland Forum Acusticum 2014
http://www.fa2014.pl/

6 – 10 October, Prague, Czech Republic 11th European
Conference on Non Destructive Testing
http://www.ecndt2014.com/

27 – 31 October, Indianapolis, USA 168th Meeting of the
Acoustical Society of America
http://www.acousticalsociety.org

29 – 31 October, Murcia, Spain TECNIACUSTICA 2014
MURCIA, 45th Spanish Congress on Acoustics, 8th Iberian
Congress on Acoustics, European Symposium on Smart
Cities and Environmental Acoustics
http://www.sea-acustica.es

16 – 19 November, Melbourne, Australia Internoise 2014
http://www.internoise2014.org
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a. Cox T. (n.d.), Sound quality, from www.acoustics.salford.ac.uk/res/cox/sound_quality/  
b. Deciding your future (2000), Retrieved September 5th, 2001, from University of Portsmouth, Careers Service:  
 www.port.ac.uk/departments/careers/plancareer/deciding-your-future.htm  
c. Alexander J., Tate M.A. (2001), Evaluating web resources, Retrieved August 21st, 2001, from Widener University, Wolfgram 

Memorial Library: www2.widener.edu/Wolfgram-Memorial-Library/webevaluation/webeval.htm  
Authors should not write the web address (URL) within the text of the paper, it should appear only in the reference 
list/bibliography. To cite this source within the text they should use the author’s name (if the reference has one) or 
the first few words of the website title.  
 
8. Audiovisual sources: music  
Author, initials (Date of copyright), Title of the song. On Title of the album [medium of recording], Location: Label 
(Recording date if different from copyright date)  
Example:  

a. Puccini G. (1990), Nessun dorma, On Carreras Domingo Pavarotti in concert [CD], Decca, London.  
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