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Speech Analysis as a Tool for Detection and Monitoring
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The goal of this article is to present and compare recent approaches which use speech and voice analysis
as biomarkers for screening tests and monitoring of some diseases. The article takes into account metabolic,
respiratory, cardiovascular, endocrine, and nervous system disorders. A selection of articles was performed
to identify studies that assess voice features quantitatively in selected disorders by acoustic and linguistic
voice analysis. Information was extracted from each paper in order to compare various aspects of datasets,
speech parameters, methods of applied analysis and obtained results. 110 research papers were reviewed and
47 databases were summarized. Speech analysis is a promising method for early diagnosis of certain disorders.
Advanced computer voice analysis with machine learning algorithms combined with the widespread availability
of smartphones allows diagnostic analysis to be conducted during the patient’s visit to the doctor or at the
patient’s home during a telephone conversation. Speech analysis is a simple, low-cost, non-invasive and easy-to-
provide method of medical diagnosis. These are remarkable advantages, but there are also disadvantages. The
effectiveness of disease diagnoses varies from 65% up to 99%. For that reason it should be treated as a medical
screening test and should be an indication of the need for classic medical tests.

Keywords: speech analysis; speech features; acoustic parameters; linguistic analysis; voice biomarkers; screen-
ing tests.
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Acronyms

Acc – accuracy,
AD – Alzheimer’s disease,
AI – artificial intelligence,

ALS – amyotrophic lateral sclerosis,
ALSFRS-R – sclerosis functional rating scale,

AMDF – average magnitude difference function,
APQ – amplitude perturbation quotient,
AR – average recall,

ASCVD – atherosclerotic cardiovascular disease,
ASR – automatic speech recognition,
AUC – area under a curve,

AUROC – area under the receiver operating characteristic,
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AVEC – audio visual emotion challenges,
AVQI – acoustic voice quality index,
BDI – Beck depression inventory,
BFI – big five inventory,

BIDR – balanced inventory of desirable responding,
BMI – body mass index,

BPRS – brief psychiatric rating scale,
CAD – coronary artery disease,
CH – control healthy,

CHD – coronary heart disease,
CHR – clinical high-risk,
CNN – convolutional neural network,
CSL – computerized speech lab,
CVR – cockpit voice recorder,
DAIC – distress assessment interview corpus,
DCT – discrete cosine transform,
DDK – diadochokinetic,
DM – diabetes mellitus,

DNN – deep neural network,
DSM – diagnostic and statistical manual of mental di-

sorders,
EM – expectation–maximization,
F0 – fundamental frequency,

FBS – fetal bovine serum,
FT4 – free thyroxine,
GC – NN gated convolutional neural network,
GFI – glottal function index,

GMM – the Gaussian mixture model,
GMM-UBM – the Gaussian mixture model-universal background

model,
GPR – the Gaussian processes regression,

GRBAS – grade-roughness-breathiness-asthenia-strain
scale,

H&Y – the Hoehn and Yahr scale,
HAMD – the Hamilton depression rating scale,
HbA1c – glycated hemoglobin A1c,

HC – healthy controls,
HLM – hierarchical linear modeling,
HMM – hidden Markov model,
HRSD – the Hamilton rating scale for depression,
HSC – hierarchical spectral clustering,
IQR – interquartile range,
IVR – interactive voice response,
JAD – Just Add Data,

K-SADS-PL – kiddie schedule for affective disorders and schi-
zophrenia (present and lifetime version),

KNN – K-nearest neighbours,
LLD – low-level descriptors,
LR – logistic regression,

LSA – latent semantic analysis,
LSTM – multi-layer long short-term memory,
LTAS – long term average spectrum,
MAE – mean absolute error,
MAP – maximum a posteriori,

MDS-UPDRS – Movement Disorders Society UPDRS,
MDVP – Multi-Dimensional Voice Program,
MFCC – mel-frequency cepstral coefficients,
MHMC – Multimedia Human-Machine Communication,

MLP – multilayer perceptron,
MMSE – mini-mental state examination,
MPT – maximum phonation time,
NB – naive Bayes,
NN – neural networks,

NN LSTM – neural net multi-layer long short-term memory,

PANAS – positive and negative affect schedule,
PANSS – positive and negative syndrome scale,
PCL-C – post-traumatic stress disorder checklist,
PCOS – polycystic ovary syndrome,

PD – Parkinson’s disease,
PDD – phase distortion deviation,

PHQ-9 – patient health questionnaire-9,
PPQ – period perturbation quotient,
PTP – phonation threshold pressure,

PTSD – post-traumatic stress disorder,
PVRQoL – Pediatric Voice-Related Quality-of-Life,

QIDS – quick inventory of depressive, symptomatology
(QIDS), clinician rating (QIDS-C), and self-report
(QIDS-SR),

RAP – relative average perturbation,
RBF – radial basis function,
RF – random forest,

RLR – randomized logistic regression,
RME – mental and emotional reinforcement,

RMSE – root mean square error,
RSI – reflux severity index,

RVM – relevance vector machines,
Sens – sensitivity,
SER – standard error of regression,
SIPS – semi-structured interview,
SIT – sentence intelligibility test,
SNR – signal-to-noise ratio,

SOPS – scale of prodromal symptoms,
Spec – specificity,
SPT – speech pause time,
STAI – state-trait anxiety inventory,
SVM – support vector machine,
T4 – thyroxine, thyroid hormone,

TSH – thyroid-stimulating hormone,
TSST-C – trier social stress test for children,

UAR – unweighted average recall,
UBM – universal background model,
UD – unipolar depression,

UPDRS – Unified Parkinson’s Disease Rating Scale,
Var – variance,
VC – vital capacity,

VHDAIC – virtual human distress assessment interview cor-
pus,

VHI – voice handicap index,
YMRS – Young’s rating scale for mania.

1. Introduction

Organs involved in the speech generation process
are highly sensitive to both physical and mental ail-
ments, hence the health of the speakers significantly
affects their manner of speaking, voice emission, syn-
tax, semantics and specific speech habits. Early detec-
tion and treatment of disorders can improve the effec-
tiveness of treatment. In spite of this, speech analysis
is currently rarely used in medical diagnostics of dis-
orders other than those directly affecting the organs
involved in speech generation and the respiratory sys-
tem.

There is a high volume of publications on the diag-
nosis of specific disorders using speech analysis. The
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largest number of publications concerns the diagnosis
of Parkinson’s disease (PD). This high number of pub-
lications is reflected in this paper.

Speech analysis is a simple, low-cost, non-inva-
sive and easy-to-provide preliminary test for disor-
ders which affect speech, even marginally. Publica-
tions usually present problems related to the diagno-
sis of a single disease entity and state a high likelihood
of diagnosis.

In this article we summarize different approaches
which create systems to detect voice and speech im-
pairments tackled by researchers around the world.
Authors take into account different languages, dialects,
types of speech (vowels, read text, monologue, etc.), al-
gorithms, and different disorders to be analyzed. The
current review aims to summarize the state-of-the-art
of voice analysis as a biomarker of diseases. In partic-
ular, we want to compare properties of speech corpora
and different approaches to speech processing paths.

Although some systematic reviews have been pre-
pared recently, they are usually dedicated to cer-
tain groups of disorders (Cummins et al., 2015a; Do-
gan et al., 2017; Low et al., 2020; Moro-Velazquez
et al., 2021; Stogowska et al., 2022). To the best
of our knowledge, there is a lack of a systematic re-
view of voice analysis in connection with somatic disor-
ders. In this study we did not include disorders which
directly affect organs involved in speech generation,
such as vocal cords or a vocal tract, as well as pul-
monary disorders. The papers present a range of disor-
ders that were analyzed by researchers and the results
they obtained. This includes cardiovascular, metabolic,
endocrine, COVID-19, schizophrenia, depression, amy-
otrophic lateral sclerosis (ALS), affective and neurode-
generative (Parkinson’s, Alzheimer’s, dementia) disor-
ders. Creating a system that could monitor and re-
veal whether a patient has any voice/speech abnor-
malities and whether further diagnostics are required
for a specific disease entity would be extremely useful
in the medical environment. Another highly desirable
tool would be a system allowing monitoring of treat-
ment through voice analysis. In this article, we present
scientific approaches to the problems of detecting dis-
orders through voice analysis and a summary of the
results, challenges, and problems.

2. Methods

2.1. Speech as an objective biomarker

For the purpose of this work, we have analyzed
the PRISMA checklist which includes reports of re-
views evaluating randomized trials. It is also a ba-
sis for reporting systematic reviews of different types
of research. Articles with publication dates between
January 2011 and November 2020 were selected from
PubMed and ISCA Archive, using keywords ‘voice’ and

‘speech’ and respective disorder names. The records
were screened for relevance to the topic of this review
in order to identify studies that quantitatively assessed
voice quality in the selected disorders by voice analysis.
Studies which included only a perceptual assessment of
voice were rejected.

For cardiovascular, metabolic and endocrine disor-
ders, schizophrenia and ALS, all records were included
as these disorders are less well documented (number of
research papers less than 10). In contrast, affective dis-
orders and neurodegenerative disorders (Parkinson’s,
Alzheimer’s, dementia) are well investigated and the
majority of publications describe automatic recogni-
tion with machine learning methods or even appli-
cations. Therefore only selected articles were included
in our analysis, selected on the basis of publication in
the ISCA archive and a high level of advancement.
In this review we mentioned the research articles as
well as three recent systematic reviews.

Determination of speech features we divided into
several categories depending on the source of their ori-
gin (prosodic, spectral, voice source, linguistic) with-
out going into further details. In some cases, stan-
dard feature vectors were selected. Machine learning
approaches are summarized with information on the
classifiers, the evaluation method and achieved best
scores. If there was no attempt at automatic classifi-
cation or regression, we report which statistical tests
were used.

Finally, reviewed papers were flagged (Tables 10,
11, and 13) with one of the tags describing how ad-
vanced it is: 1 – basic research (investigating the statis-
tical significance of acoustic parameters in the context
of disorders); 2 – automated (using machine learning
to classify regression); 3 – application (usually a smart-
phone app) for types of diagnostics (not simply collect-
ing recordings).

In Sec. 3, each subsection starts with a medical
description of how each disorder affects the voice and
contains a summary of different processing approaches;
they are supplemented by tables comparing cited stud-
ies. We reviewed a total of 110 papers, including dis-
orders: endocrine, cardiovascular, metabolic, neurode-
generative, mental, and COVID-19.

Creating a computerized system of speech recogni-
tion-based diagnostic tools includes three steps. Voice
recordings of a control group and individuals affected
by the disorder in question are required first. Next,
specific speech features are selected and calculated for
both sets. In the training phase, the computer com-
pares features of both sets of recordings and creates
a classifier. This classifies the recordings into one of
two sets: non affected individuals, or individuals sus-
pected to be affected by the ailment. The structure of
such a system is shown in Fig. 1.

Currently, the most difficult element is obtain-
ing a sufficiently high number of recordings for the
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Fig. 1. Elements of a system for determining:
speech features, training classifiers, and medical diagnosis.

training, validation, and testing phases. The recording
databases are diverse and require a brief introduction.
Software for determining speech features and creating
classifiers is generally widely available, so the main task
is selecting an effective algorithm. This means that
the same algorithms are used for a variety of issues
in speech technology, e.g., speech and speaker recogni-
tion, emotion detection and diagnosis of disease states.

We also performed a summary of available databa-
ses mentioned in the literature. Our analysis focused
on the language and content of speech (with categories
including sustained vowels, read speech, spontaneous
monologue, dialogue with a human or virtual inter-
viewer), recording protocol (how many times the in-
dividual was recorded, recording procedure, recording
duration), number of speakers, their age and gender (in
both the Control Healthy (CH) and affected persons),
and other modalities (usually video, sometimes motion
capture or biometric signals). We also included infor-
mation on metadata: clinical evaluation of patients and
perceptual evaluation of voice. Although the quality of
recordings may be crucial for further processing, we did
not compare technical details of recording procedures
(equipment, acoustic conditions, sampling frequency,
file parameters) because they are not usually system-
atically reported in the articles.

Finally, we reviewed 47 databases: 10 corpora of en-
docrine diseases (three of diabetes, four of polycystic
ovary syndrome (PCOS) and related disorders, three

of thyroid disorders), two of cardiovascular disorders
(one of CAD, one of CHD), six of metabolic disor-
ders (obesity), 12 of neurodegenerative disorders (two
of ALS, eight of Parkinson’s disease, two of Alzheimer’s
disease), and 17 of mental disorders (three of bipolar,
11 depression and/or anxiety and/or PTSD, three of
schizophrenia).

Additional diagrams were prepared to illustrate
general tendencies and to compare advancements in
the state-of-the-art in the analyzed groups of disorders.
The main sources of problems were identified and some
recommendations for future research were set.

2.2. Databases

Speech corpus development is generally time and
cost consuming; however, good quality recordings are
crucial for further processing. Figure 2 indicates that
the majority of speech recording databases for the pur-
poses of medical diagnostics emerged in 2016. This was
likely in response to publications reporting a satisfac-
tory effectiveness of speech analysis in an initial recog-
nition of disease symptoms.

Year

N
um

be
r o

f c
or

po
ra

0

2

4

6

8

10

12

2007 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

Fig. 2. Number of corpora created in 2007–2019.

There is a wide range of speech protocols, from
the shortest (sustained phonation of vowels only) to
the longest (interviews with a virtual agent). For read
speech, there are standard text passages to be read,
usually excerpts from stories or a short natural sen-
tence. Counting one to 10 is also used. Sometimes the
patient is asked for a short monologue. Just 21 of the 47
corpora contained more than two categories of speech
(Fig. 3).
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Fig. 3. Types of speech recorded in corpora 2009–2019:
h – dialogue with a human; v – dialogue with a virtual
agent; s – sustained vowels; m – monologue; r – read speech.
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2.3. Features

Deviations of voice features are generally the re-
sult of anatomical changes or changes in the function-
ing of the nervous system. The cited publications do
not concern analysis of sources of voice deviations, but
only the ability to detect the effects of these changes
is considered.

Three sets of speech parameters are usually dis-
tinguished: source parameters, vocal tract parameters,
and prosody. The first and second groups are usually
analyzed in the frequency domain of 20-30 milliseconds
frames. Therefore, they are described as low-level de-
scriptors (LLD).

Signal processing algorithms such as filtering or
linear prediction allow for the extraction of acoustic
features of the source and filter separately. The most
popular source parameters include jitter and shim-
mer, which describe the stability of fundamental fre-
quency production, and voice trembling. Examples of
typical vocal tract features include formants and mel-
frequency cepstral coefficients (MFCC). Prosodic fea-
tures, such as syllables, phrases, and sentences, are ob-
served in larger frames. For this reason, prosody pa-
rameters are also known as supra segmental or high-
level features. Prosody describes intonation (modu-
lation of fundamental frequency (F0) within the ut-
terance), intensity (loudness, energy), and rhythm of
speech (pauses, duration of speech segments, speech
tempo).

Most of the authors of the reviewed articles used
standard software tools to extract acoustic features.
The most popular software tools for acoustic feature
extraction are openSMILE, Praat, Multi-Dimensional
Voice Program (MDVP), Kay Elemetrics-Computer
Speech Lab, Dr. Speech, Snack Sound Toolkit and
MATLAB (toolboxes such as Voice Sauce).

2.4. Classification models and evaluation metrics

In the reviewed papers focusing on the relationship
between voice and the specified disorders, several study
design scenarios can be found:

Table 1. Comparison of speech databases in CAD and CHD
(v – sustained vowel; r – read speech; m – monologue; h – dialog with human; a – dialog with virtual agent).

Published Speaker
language

Number
of

patients

Number
of
HC

Age
Clinical

evaluation
Voice

evaluation

Type
of speech

Duration
per speaker
[h:min:s]v r m h a

Cardiovascular: CHD
Pareek, Sharma, 2016 N/A 80 80 53.4 NI – 1 0 0 0 0 00:00:04

Cardiovascular: CAD

Maor et al., 2018 English 71 37 63 ASCVD
risk score

– 0 1 1 0 0 NI

N/A – not applicable; NI – no information.

– ill/healthy comparison which leads to binary clas-
sification;

– comparison of subclasses of given disorders, which
leads to multiclass classification;

– comparison between pre-treatment and post-treat-
ment;

– monitoring the progression of disease severity;
– monitoring of treatment success;
– correlation with prodromal symptoms which leads

to the measure of risk of the given disorder.

Depending on the case, classification or regression
methods are applied. The most popular models are
Gaussian mixture model (GMM) and i-vectors. Two
type of classifiers are the most frequently used: support
vector machine (SVM) and neural networks (NN). Dif-
ferent measures are used according to the classification
of the regression model (Tables 2, 4, 6, 8, 10, 11, 13,
15, and 17).

3. Results

3.1. Cardiovascular diseases

Cardiovascular disease is the most common cause
of death in both developed and developing countries
(Kones, Rumana, 2017). There is currently little ev-
idence on any association between cardiovascular dis-
ease and voice features (Table 1). It has been posited
that the disease process may affect anatomical struc-
tures associated with voice generation, for example in
atherosclerosis; as a systemic inflammatory process, it
is associated with multiple pathological processes such
as chronic kidney disease, cerebrovascular disease, vas-
cular dementia, retinopathy and peripheral artery dis-
ease (Maor et al., 2018).

Pareek and Sharma (2016) studied coronary
heart disease (CHD) (Table 2). Their research reveals
significant variations in spectrograms, the long-term
average spectrum (LTAS) and other voice parameters
such as jitter, shimmer and amplitude perturbation
quotient (APQ), smoothed APQ, relative average per-
turbation (RAP), period perturbation quotient (PPQ),
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Table 2. Comparison of research methods in cardiovascular diseases
(pr – prosodic; sp – spectral; vs – voice source; li – linguistic; naf – number of acoustic features).

Features
Published Disease Tool used for features extraction

pr sp vs li naf
Classifier/Test

Pareek, Sharma, 2016 CHD MDVP, CSL 0 1 1 0 18 –
Maor et al., 2018 CAD Beyond verbal communications 0 1 0 0 81 Logistic regression

smoothed PPQ in comparison with the control group
(P < 0.05).

In research conducted by (Maor et al., 2018), coro-
nary artery disease (CAD) patients were compared to
CH (Table 2). MFCC parameters were extracted. Uni-
variate binary logistic regression analysis identified five
voice features that were associated with CAD. Multi-
variate binary logistic regression with adjustment for
atherosclerotic cardiovascular disease (ASCVD) risk
scores identified two voice features that were inde-
pendently associated with CAD (odds ratio OD =
0.37; 95% CI, interquartile range IQR = 0.18–0.79;
OD = 4.01; 95% CI, IQR = 1.25–12.84; p-value =
0.009 and p-value = 0.02, respectively). Both features
were more strongly associated with CAD when pa-
tients were asked to describe an emotionally significant
experience.

3.2. COVID-19

Acute respiratory disease caused by the SARS-
CoV-2 locates and multiplies mainly in the cytoplasm
of lung cells. Thanks to the techniques enabling pre-
cise voice analysis combined with artificial intelligence
(AI), it is possible to effectively and, above all early,
diagnose COVID-19. Diagnostic scenarios can be con-
ducted based on voice samples sent over a telephone.

Han et al. (2020) focused on developing some
potential use-cases of intelligent speech analysis for
COVID-19 diagnosed patients. By analysing speech
recordings they constructed audio-only-based models
to automatically categorise the health state of patients
from four aspects: severity of illness, sleep quality, fa-
tigue, and anxiety.

The prominent symptoms of COVID-19 include
cough and breathing difficulties. Sharma et al. (2020)
claim that respiratory sounds (cough, breath, and
voice) can provide useful insights, enabling the de-
sign of a diagnostic tool. In their research, they deter-
mined 9 sound categories describing the voice, breath
and cough. The acoustic analysis included the spec-
tral analysis, energy description and zero-crossing rate.
The accuracy on test data was 67%.

In order to better evaluate the COVID-19 infec-
tion, Wei et al. (2020) proposed an end-to-end method
for cough detection and classification. It is based on
real human-robot conversation data, which processes
speech signals to detect cough and classifies it if de-

tected. They find that the weighted sum can generate
a 76% top-1 accuracy.

Pinkas et al. (2020) studied the harnessed deep
machine learning and speech processing to detect
the SARS-CoV-2 positives. Their dataset of cellular
phone recordings included vocal utterances, speech,
and coughs that were self-recorded by the subjects
in either hospitals or isolation sites. They achieved
the following diagnostic efficiency: a recall of 78% and
a probability of false alarm (PFA) of 41%.

The papers of (Lechien et al., 2020; Stasak et al.,
2021) presented voice analysis to classify the sever-
ity of COVID-19, from mild to moderate. They have
reported the severity of COVID-19 might have influ-
enced abnormally high rates of vocal dysphonia likely
due to glottic (e.g., vocal folds) edema and tissue in-
flammation. In the study, the scientists used glottal,
prosodic and spectral acoustic features from short-
duration speech segments and applied them to ma-
chine learning algorithms. Experimental results indi-
cate that certain feature-task combinations can pro-
duce COVID-19 classification accuracy of up to 80%
as compared with using the all-acoustic feature base-
line (68%).

Despotovic et al. (2021) presents the experiments
with cough patterns using standard acoustic features
sets, wavelet scattering features and deep audio em-
beddings extracted from low-level feature representa-
tions. The models achieve accuracy of 89% confirm-
ing the applicability of audio signatures to identify the
COVID-19 symptoms.

The authors of (Hassan et al., 2020) applied six
speech features from a collected dataset and deep neu-
ral network (DNN) to create system for COVID-19 de-
tection. The results show the classification accuracy
for breathing sound reaching up to 98%, for cough
sounds an accuracy of 97% was attained, while the
voice accuracy of the system was only 88%. Their ana-
lysis shows that in the first place collecting cough and
breathing sounds should make a COVID-19 detection
system.

Subirana et al. (2020) showed that AI transfer
learning algorithms trained on cough phone record-
ings results in diagnostic tests for COVID-19. They
suggest a novel open collective approach to large-scale
real-time health care AI. They evaluated the perfor-
mance of four shallow machine learning classification
algorithms: SVM, K-nearest neighbors, random forest,
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logistic regression. The presented graphs show that,
depending on the methods used, the accuracy of
COVID-19 diagnostics ranged from less than 80%
(KNN and DenseNet201) to almost 100% (logistic re-
gression and DenseNet201).

Laguarta et al. (2020) noticed that COVID-19
subjects, especially including asymptomatic, could be
accurately discriminated from a forced-cough cell phone
recording using AI. When validated with subjects
diagnosed using an official test, the model achieved
COVID-19 sensitivity of 99% with a specificity of 94%.

Deshpande and Schuller (2020) summarised ef-
forts taken by the research community towards help-
ing the individuals and the society in the fight against
COVID-19 using speech signal processing.

3.3. Obesity and metabolic syndrome

Obesity is a growing health problem in many parts
of the world. Excessive body fat is associated with mul-
tiple disorders such as diabetes, heart disease, hyper-
tension, and stroke. Obesity itself is characterized by
chronic low grade inflammation with permanently in-
creased oxidative stress (Kopp, 2019). Given the po-
tential influence of obesity (body mass index (BMI)
of 30 or above) on the size and configuration of up-
per airway structures, it follows that other structures
involved in voice production may be affected by body
mass (Kopp, 2019).

Table 3. Comparison of speech databases used for obesity analysis
(v – sustained vowel; r – read speech; m – monologue; h – dialog with human; a – dialog with virtual agent).

Published Speaker
language

Number
of

patients

Number
of
HC

Age
Clinical

evaluation
Voice

evaluation

Type
of speech

Duration
per speaker
[h:min:s]v r m h a

Solomon et al.,
2011

English 8 8 53.1 laryngeal
imaging

severity,
roughness,
breathiness,

strain,
pitch,

loudness

1 1 0 0 0 NI

Celebi et al.,
2013

Turkish 20 20 38.8 BMI,
laryngoscopic en

VHI,
GRBAS

1 1 0 0 0 NI

de Souza et al.,
2014

N/A 44 30 42.45 – vocal
complaint

1 0 0 0 0 00:00:10

Hamdan et al.,
2014

English 9 0 35.56
BMI,

laryngeal
examination

simplified
GRBAS

1 1 0 0 0 NI

Barsties et al.,
2013

German 22 7 21.4
BMI,

body fat
volume

roughness,
hoarseness,
breathiness,

AVQI

1 1 0 0 0 NI

de Souza,
Santos, 2018

N/A 42 42 26.83 BMI 1 0 0 0 0 NI

N/A – not applicable; NI – no information.

The effect of obesity on voice changes is scarcely
analyzed in the literature. The results of the conducted
research suggest that there is a link between vocal
tract morphology and obesity. Research requires vast
databases and selecting patients with specific comor-
bidities. In this case, more effort to obtain data must
be made. The summary of databases used so far in the
literature is shown in Table 3.

Solomon et al. (2011) conducted a longitudinal
analysis over a period of six months on eight obese
and eight non-obese adults who underwent bariatric
surgical procedures. No significant differences were de-
tected between the groups during the preoperative as-
sessment for acoustic parameters, maximum phonation
time, laryngeal airway resistance and airflow during
a sustained vowel. The only minor differences were de-
tected for strain, pitch and loudness perception of voice
over time, but not between groups. Phonation thresh-
old pressure (PTP), at comfortable and high pitches
(30% and 80% of the F0 range), changed significantly
over time, but not between groups. Analysis of indi-
vidual data revealed a trend for PTP at 30% F0 to
decrease as BMI decreased.

da Cunha et al. (2011) posited that obese indivi-
duals’ voices are more aperiodic than non-obese indi-
viduals’ voices, as jitter and shimmer were increased
and harmonic-to-noise ratio was decreased in the for-
mer group in their study.
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Hamdan et al. (2014) investigated 15 subjects un-
dergoing bariatric surgery. They also found no signifi-
cant difference in any of the acoustic features or in the
laryngeal findings before and after surgery.

In the study conducted by Celebi et al. (2013),
20 obese and 20 non-obese volunteers underwent voi-
ce evaluation by laryngoscopy, acoustic analysis, aero-
dynamic measurement and perceptual analysis, us-
ing the grade-roughness-breathiness-asthenia-strain
(GRBAS) scale and the 10 scales voice handicap index
(VHI). No differences were found in acoustic analysis
parameters between the two groups (P > 0.05). Maxi-
mum phonation time in the obese group (mean ± stan-
dard deviation, 19.6± 4.9 seconds) was significantly
shorter than in the control group (26.4± 4.1 seconds)
(P < 0.001), although the S/Z ratio was similar be-
tween the two groups.

de Souza et al. (2014) verified the presence of vo-
cal complaints and a correlation between the auditory-
perceptual analysis of voice and vocal self-assessment
in a group of women with morbid obesity before and af-
ter bariatric surgery. There were no statistically signif-
icant differences regarding the mean fundamental fre-
quency of the voice in both groups; however, there was
a significant difference between the two groups regard-
ing maximum phonation.

Barsties et al. (2013) analyzed the impact of body
mass and body fat volume on selected parameters of
vocal quality, a phonatory range and aerodynamics in
women. Significant differences between three weight
groups were found across several measures of inten-
sity: vital capacity (VC), maximum phonation time
(MPT), and shimmer. As compared to other groups,
significantly higher values of maximum and minimum
intensity levels, as well as sound pressure level during
habitual running speech, were observed for the obese
group. In contrast, the underweight group had signifi-
cantly lower values for VC and the ratio of expected to
measured VC. Furthermore, underweight subjects dif-
fered significantly as compared to normal weight sub-
jects with lower MPT and the higher lowest F0. Fi-
nally, the obese group showed significantly lower shim-
mer values than normal-range weight subjects.

Table 4. Comparison of research methods used for obesity analysis
(pr – prosodic; sp – spectral; vs – voice source; li – linguistic; naf – number of acoustic features).

Features
Published Disease Tool used for features

extraction pr sp vs li naf
Classifier/Test

Solomon et al. (2011) MDVP 0 0 1 0 7 ANOVA

Barsties et al. (2013) Voice Profiler 4.2,
Speech Tool, Praat

0 1 1 0 20 Mann-Whitney U-test

Celebi et al. (2013) Praat 0 0 1 0 7 Mann–Whitney U
de Souza et al. (2014) ANAGRAF 0 0 1 0 4 –
Hamdan et al. (2014) Visi-Pitch IV 0 0 1 0 7 Wilcoxon
de Souza, Santos (2018)

obesity

Praat 0 0 1 0 2 Mann-Whitne

de Souza and Santos (2018) investigated the re-
lationship between BMI and average acoustic voice fea-
tures. The subjects were grouped according to BMI:
19 underweight, 23 in the normal range, 20 over-
weight, and 22 obese. Regarding the average F0, there
was a statistically significant difference between under-
weight and overweight and obese groups, and the nor-
mal range and overweight and obese groups. The ave-
rage MPT revealed a statistically significant difference
between underweight and obese, the normal range and
obese, and overweight and obese individuals. Obese
women showed lower MPT.

3.4. PCOS

Polycystic ovary syndrome (PCOS) is the most
common cause of hyperandrogenism in women of re-
productive age, with the prevalence of 10–15%. The
main characteristics of this endocrinopathy are men-
strual disorders, clinical and/or laboratory hyperan-
drogenism and polycystic ovary morphology on ul-
trasonography. The elevated serum concentration of
testosterone can account for symptoms such as hir-
sutism, acne and androgenic alopecia, as well as a deep,
low voice. Moreover, other common conditions in
women with PCOS are insulin resistance, disturbances
of glucose metabolism, and dyslipidemia. Recent stud-
ies have shown that insulin resistance is associated with
poorer verbal fluency in women (Ekblad et al. 2015;
Sirmans, Pate, 2014). The significant delay in diag-
nosing this endocrinopathy still remains a worldwide
issue. The use of speech analysis, as an easily acces-
sible, a convenient screening test, could possibly ex-
pedite establishing a proper diagnosis and, in conse-
quence, help provide the women with a proper treat-
ment and an early monitoring for metabolic compli-
cations of PCOS. The speech databases and methods
applied for classification to analyze PCOS diseases by
speech are shown in Tables 5 and 6.

Hannoun et al. (2011) found that there was no sta-
tistically significant difference in the acoustic parame-
ters except for an increase in the relative average per-
turbation (P < 0.035) and a decrease in the maximum
phonation time (P < 0.001) in patients with PCOS.
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Table 5. Comparison of speech databases in diabetes, thyroid and PCOS diseases
(v – sustained vowel; r – read speech; m – monologue; h – dialog with human; a – dialog with virtual agent).

Published Speaker
language

Number
of

patients

Number
of
HC

Age
Clinical

evaluation
Voice

evaluation

Type
of speech

Duration
per speaker
[h:min:s]v r m h a

Endocrine: diabetes
Chitkara,
Sharma, 2016

N/A NI NI 40–60 – GRBAS 1 0 0 0 0 00:00:04

Pinyopodjanard
et al., 2019

N/A 83 70 54 HbA1c, FBS – 1 0 0 0 0 00:00:05

Hamdan et al.,
2012

NI 82 29 52.83 HbA1c, FBS GRBAS 1 1 0 0 0 NI

Endocrine: thyroid
Dassie-Leite
et al., 2018

NI 100 100 3–12 altered T4,
FT4, TSH

PVRQoL 1 1 0 0 0 NI

Mohammadzadeh
et al., 2011

N/A 120 88 35.9
T4,

serum TSH
GRBAS 1 NI NI NI NI NI

Junozović-Žunić
et al., 2019

N/A 47 0 45 – GRBAS 1 1 0 0 0 00:00:02

Endocrine: PCOS
Huang et al.,
2015

English 48 0 41–62
free T

concentrations
VHI 1 1 0 0 0 NI

Hannoun et al.,
2011

N/A 17 21 26 testosterone
level

– 1 0 0 0 0 00:00:02

Gugatschka
et al., 2013

German 24 10 29 endocrinologic VHI 1 1 0 0 0 NI

Aydin et al.,
2016

N/A 30 22 23.8 endocrinologic,
laryngeal

VHI, GFI,
RSI

1 0 0 0 0 NI

N/A – not applicable; NI – no information.

Table 6. Comparison of research methods in endocrine diseases
(pr – prosodic; sp – spectral; vs – voice source; li – linguistic; naf – number of acoustic features).

Features
Published Disease Tool used for features

extraction pr sp vs li naf
Classifier/Test

Dassie-Leite
et al., 2018

thyroid VOXMETRIA 0 0 1 0 4 Student’s t-test,
Mann-Whitney

Hamdan et al.,
2012

diabetes

VISI-PITCH IV 0 0 1 0 7
Wilcoxon Mann–Whitney

rank sum,
Pearson’s Chi-square

Chitkara,
Sharma, 2016

MDVP, CSL 0 0 1 0 22 –

Pinyopodjanard
et al., 2019

MDVP, CSL 0 0 1 0 7 Logistic regression

Mohammadzadeh
et al., 2011

thyroid

Visipitch III, MDVP 0 0 1 0 13 Student t-test,
chi-square, Mann-Whitney

Junozović-Žunić
et al., 2019

Speech Training
for Windows, Dr. Speech,

EZ Voice Plus
0 0 1 0 4 Paired-samples

t-test

Huang et al., 2015 hysterectomy CSL 0 0 1 0 5 Linear regression

Hannoun et al.,
2011

PCOS

VISI Pitch (Model 3300) 0 0 1 0 6 Chi-square,
Mann-Whitney tests

Gugatschka
et al., 2013

MDVP 0 0 1 0 9 Student t-test

Aydin et al., 2016 Dr. Speech 0 0 1 0 8

Pearson chi-square,
Fisher’s exact test,
Student t-test,

Mann-Whitney U
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Gugatschka et al. (2013) observed a trend to-
wards a lower mean fundamental frequency, although
it was not statistically significant. Elevated serum lev-
els of androgens, as found in women with PCOS, were
shown not to have an impact on the subjective and
objective voice parameters.

Aydin et al. (2016) claimed that abnormal muscle
tension patterns and impaired vocal fold vibration are
common in patients with PCOS, although they are not
accompanied by increased vocal symptoms or deterio-
rated acoustic voice parameters.

Huang et al. (2015) showed that testosterone ad-
ministration in women with low T levels over 24 weeks
was associated with dose- and concentration-depen-
dent decreases in average pitch in the higher dose
groups. These changes were seen in spite of an ab-
sence of self-reported changes in voice. The partici-
pants were healthy women, 41–62 years of age, who
had undergone hysterectomy with or without partial
or total oophorectomy.

3.5. Diabetes

Diabetes mellitus (DM) is a group of metabolic dis-
eases characterized by chronic hyperglycemia which is
a result of defective secretion and/or action of insulin.
Type 2 DM is the most prevalent type of diabetes and
concerns about 90% of diabetic patients worldwide. In
the pathogenesis of Type 2 DM both mechanisms – im-
paired insulin action (insulin resistance) and impaired
insulin secretion – play a role. Chronic hyperglycemia
leads to development of diabetic complications and af-
fects among others neurological, vascular, and muscu-
lar systems, all of which are essential components of the
phonatory apparatus (Hamdan et al., 2012) and meth-
ods applied for classification used by the researchers to
analyze diabetes diseases are shown in Tables 5 and 6,
respectively.

Hamdan et al. (2012) measured fundamental fre-
quency, shimmer, relative average perturbation, har-
monic-to-noise ratio and voice turbulence index, and
reported no significant differences in any of the acous-
tic variables between diabetic patients and CH. There
was no significant difference in the mean score of any
of the perceptual evaluation parameters between di-
abetic patients and CH, despite the fact that mean
scores were all higher in the diabetic group except for
roughness. Patients with type 2 DM and poor glycemic
control or neuropathy showed a significant difference
in the grade GRBAS classification of their voice com-
pared to CH.

In research conducted by Chitkara and Sharma
(2016), the goal was to distinguish between vocal char-
acteristics of patients with type 2 DM and control
group. All the voice parameters that were investi-
gated (jitter, shimmer, smoothed amplitude perturba-
tion quotient, noise to harmonic ratio, relative average

perturbation, amplitude perturbation quotient) show
a significant difference in their values for the diabetic
group versus CH.

Pinyopodjanard et al. (2019) found that F0 in
female diabetic patients was significantly lower than
controls (222.23± 27.89 Hz versus 241.08± 28.21 Hz,
P < 0.01). In female diabetic subgroups with disease
duration of over 10 years, poor glycemic control or neu-
ropathy, F0 remained significantly lower. Multivariate
analysis showed that F0 was significantly associated
with diabetes after controlling for age, BMI, presence
of hypertension, and dyslipidemia. However, F0 was
not able to predict the presence of diabetes as shown
by the logistic regression analysis (P = 0.243).

3.6. Hypothyroidism and hyperthyroidism

Hypothyroidism is the state of insufficient hormone
production by the thyroid gland. Commonly reported
symptoms in patients with this condition are hoarse-
ness, deep or weak voice, vocal fatigue and tension
while speaking as a result of vagus nerve edema, laryn-
geal muscle weakness and vocal cord paresis caused by
an enlarged thyroid gland. Hyperthyroidism, as a state
of increased thyroid hormone secretion, can also sig-
nificantly reduce voice intensity and deepen its timbre.
Hoarseness, roughness and trembling voice are also ob-
served (Junozović-Žunić et al., 2019). The research
databases used in literature are shown in Table 5 and
methods for further speech analysis are shown in Ta-
ble 6.

Mohammadzadeh et al. (2011) found that F0,
voice turbulence index and soft phonation index were
significantly different from control values. There was
positive correlation between thyroid-stimulating hor-
mone (TSH) concentration and variation in F0 and
prevalence of voice disorders.

Dessie-Leite et al. (2018) led an observational,
analytical, cross-sectional study including 200 pre-
pubertal children, of whom 100 had congenital hy-
pothyroidism. The following parameters were evalu-
ated: 1) history (identification, complaints, and inter-
fering variables); 2) auditory-perceptual and acous-
tic evaluation; 3) self-assessment scores in the Pedi-
atric Voice-Related Quality-of-Life (PVRQoL) survey;
4) laryngological evaluation; 5) medical records (con-
genital hypothyroidism etiology, age at treatment ini-
tiation, disease severity at diagnosis, treatment qual-
ity, and thyroid function tests on the day of the ex-
amination). Both groups had mean/median acoustic
measurements within normal limits. There was no as-
sociation between voice/larynx characteristics and en-
docrinological data.

Junozović-Žunić et al. (2019) reported that pa-
tients with hypothyroidism displayed significant dif-
ferences in amplitude perturbation, jitter and noise-
to-harmonics ratio between pre-treatment and post-
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treatment periods. In the group of patients with hy-
perthyroidism, significant differences were noted in
the aerodynamic parameter maximum phonation time
only. There were significant differences in all percep-
tual parameters in both groups of patients (P < 0.05)
in pre- and post-treatment, except in the grade and
asthenia parameter in the group of patients with hy-
pothyroidism. The parameter grade was a border line
insignificant in the group of patients with hyperthy-
roidism.

3.7. Mental and neurodegenerative disorders

There is a high volume of publications on the diag-
nosis of neurodegenerative and mental disorders using
speech analysis. Most of the works concern the acoustic
analysis of speech, but there are publications inform-
ing about the high effectiveness of linguistic analysis,
an example is (Stasak et al., 2017).

The application described in (Kiss et al., 2021) is
capable of estimating the probability of three types of
voice disorders in English and Hungarian: depression,
dysphonia, and Parkinson’s disease.

Villatoro-Tello et al. (2021) used the available
lexicon for a mentally ill and control subjects in a clas-
sification process to detect depression and dementia.

3.7.1. Schizophrenia

Schizophrenia is a chronic psychiatric disorder that
affects 1% of the world’s adult population. Language,
thought and communication dysfunction characterize
all its symptoms. They can be broadly divided into two

Table 7. Comparison of speech databases used for schizophrenia analysis
(v – sustained vowel; r – read speech; m – monologue; h – dialog with human; a – dialog with virtual agent).

Published Speaker
language

Number
of

patients

Number
of
HC

Age
Clinical

evaluation
Voice

evaluation

Type
of speech

Duration
per speaker
[h:min:s]v r m h a

Mota et al., 2012 Spanish 16 8 35.75 DSM-IV,
BPRS, PANSS

0 0 0 1 0 00:20:00
–00:40:00

Bedi et al., 2015 English 34 0 14–27 SIPS/SOPS – 0 0 0 1 0 01:00:00
Gosztolya et al.,
2018

Hungarian 10 8 39.9 MMSE – 0 0 1 0 0 NI

NI – no information.

Table 8. Comparison of research methods in schizophrenia examination
(pr – prosodic; sp – spectral; vs – voice source; li – linguistic; naf – number of acoustic features).

Features
Published Disease Tool used for features

extraction pr sp vs li naf
Classifier/Test

Mental

Mota et al., 2012

schizophrenia

Network Analysis Toolkit, MATLAB 0 0 0 1 11 NB, RBF, MLP,
SVM, DT

Bedi et al., 2015
Natural Language Toolkit (NLTK),

POS-Tag Pen Tree Bank
1 0 0 1 7 Convexhull classifier

Gosztolya et al.,
2018

ASR with DNN, 1 0 0 0 8 SVM

groups: positive and negative. Positive thought disor-
der leads to a discourse that is difficult to understand
(derailment, contact, neologisms, etc.). The research
databases and conducted research are summarized in
Tables 7 and 8, respectively.

Mota et al. (2012) compared patients with schi-
zophrenia and mania. Global speech graph measures
were not significantly different for the groups; how-
ever, patients with schizophrenia produced signifi-
cantly fewer words per report than patients with ma-
nia. The authors observed poor speech, logorrhea and
flight of thoughts.

Bedi et al. (2015) reported a proof-of-principle
study which aimed to test automated speech analysis
combined with machine learning to predict later psy-
chosis onset in youths at clinical high-risk (CHR) for
psychosis. Thirty-four CHR youths had baseline inter-
views and were assessed quarterly for up to two and
a half years; five transitioned to psychosis. Speech fea-
tures included a latent semantic analysis (LSA) mea-
sure of semantic coherence and two syntactic mark-
ers of speech complexity: maximum phrase length and
the use of determiners (e.g., which). These speech fea-
tures predicted later psychosis development with 100%
accuracy, outperforming classification from clinical in-
terviews. Speech features were significantly correlated
with prodromal symptoms.

Gosztolya et al. (2018) matched 10 subjects with
schizophrenia and eight HC with age and gender. The
speakers performed spontaneous speech about their
previous day for 5 min. The automatic speech recogni-
tion (ASR) system was trained to recognize the phones
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in the utterances. For acoustic modeling, a standard
deep neural network (DNN) with feed-forward topol-
ogy was applied. A detailed examination revealed that,
among the pause-related temporal parameters, those
which took into account both the silent and filled
pauses were the most useful in distinguishing the two
speaker groups.

In studies of links between voice and schizophre-
nia, more research has been conducted in the area
of voice perception (e.g., Pinheiro, Nizinkiewicz,
2019). Their findings support the hypothesis that
higher-order operations reflected in amplitude mod-
ulations are abnormal in schizophrenia in a valence-
dependent manner. The altered detection of vocal
changes with a positive quality may lead to deficits in
the comprehension of emotional states and intentions
of social partners during vocal communication.

Table 9. Comparison of speech databases in bipolar and depression disorder
(v – sustained vowel; r – read speech; m – monologue; h – dialog with human; a – dialog with virtual agent).

Published Speaker
language

Number
of

patients

Number
of
HC

Age
Clinical

evaluation
Voice

evaluation

Type
of speech

Duration
per speaker
[h:min:s]v r m h a

Mental: bipolar

Grünerbl et al.,
2014

German NI NI 18–65 HAMD,
YMRS

– 0 0 0 1 0 NI

Guidi et al., 2015 NI 11 18 NI QID, YMRS – 0 1 0 0 0 NI

Faurholt-Jepsen
et al., 2016

Danish 28 0 30.3± 9.3 HAMD,
YMRS

– 0 0 0 1 0 NI

Alghowinem
et al., 2016

English 30 30 21–75 DSM-IV – 0 0 0 1 0 00:08:33

Yang et al., 2012 English 57 0 39.7(19–65) HRSD – 0 0 0 1 0 NI

Mundt et al.,
2012

English 165 0 37.8± 12.5

HAM-D,
DSM-IV,
QIDS-C,
QIDS-SR

– 1 1 1 0 0 NI

Valstar et al.,
2013

German NI NI 31.5± 12.3 BDI-II Valence,
Arousal

1 1 1 0 1 00:25:00

Hönig et al., 2014 German 219 0 31.5± 12.9 BDI – 0 1 1 0 0 00:08:08

DeVault et al.,
2014

English 351 0 45.6± 12.2 – – 0 0 0 1 1 00:17:30

Afshan et al.,
2018

Mandarin 735 953 NI DSM-IV – 0 0 0 1 0 00:01:52

McGinnis et al.,
2019

English 71 0 3–8 TSST-C,
K-SADS-PL

– 0 0 1 0 0 00:03:00

Scherer et al.,
2013b

English 43 0 41.2± 11.6 PHQ-9,
PCL-C

– 0 0 0 0 1 00:60:00

Gratch et al.,
2014

English 110 NI 18–65

PCL-C,
PHQ-9,
STAI-T,
BIDR,

BFI, RME,
PANAS

– 0 0 0 1 0 00:38:11

NI – no information.

3.7.2. Depression and bipolar disorder

Reduced speech activity in patients with depres-
sion, especially with psychomotor impairment, is
confirmed by many systematic studies. A number of
clinical observations suggest that changes in voice
features, such as pitch, may be important measures in
diagnosing the early-stages of depression. They can
also assess the progress of treatment for a depressive
episode. Speech pause times (SPT), a silent interval
between phonations during automatic speech, can be
useful as an objective pathophysiological marker in
depression. In clinical remission, depressive patients
had comparable SPT values to the CH group. Studies
show that in bipolar disorder, increased speech ac-
tivity can predict a switch to hypomania. Depression
is characterized by psychomotor retardation; in speech,
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this shows up in reduction of pitch (variation, range),
loudness, tempo and in voice qualities different from
those of typical modal speech (Mundt et al., 2012;
Faurholt-Jepsen et al., 2016). The comparison of
speech databases and conducted research summary are
presented in Tables 9, 10, and 11.

One of the most popular corpora used for de-
pression research is the Mundt database. Thirty five
physician-referred patients beginning treatment for de-
pression were assessed weekly, using standard depres-
sion severity measures during a six-week observational
study. Speech samples were also obtained over the tele-
phone each week using an interactive voice response
(IVR) system to automate data collection (Faurholt-
Jepsen et al., 2016).

Helfer et al. (2013) measured articulatory pre-
cision manifested through formant frequency track-
ing. GMM and SVM were applied using the Mundt
database. They showed that a depression state can be
classified with only formant frequencies and their dy-
namics given by the velocity and acceleration.

Cummins et al. (2015a) also used the Mundt cor-
pus and the GMM model, although they focused on
the spectral and energy-based properties of speech.
They stated that depression-induced changes are in the

Table 10. Comparison of research methods and results in mental disorders
(pr – prosodic; sp – spectral; vs – voice source; li – linguistic; naf – number of acoustic features).

Features
Published Database Tool used for features

extraction pr sp vs li naf
Classifier/Test Evaluation

metrics
Best score Tag

Mental: depression

Alghowinem
et al., 2012

Black Dog openSMILE 1 1 1 0 NI HMM,
GMM

VAR, F1 VAR = 71% 2

Mundt et al.,
2012

Mundt 2 Praat 1 1 1 0 12
logistic

regression,
t-test

Log Odds
Response,
p-value

– 1

Cummins
et al., 2013

Mundt 1,
Black Dog

openSMILE 0 1 0 0 39 GMM-UBM Acc ∼65% 2

Scherer
et al., 2013a

VHDAIC NI 1 1 1 0 4 SVM Acc, F1 75% 2

Valstar
et al., 2013

AViD openSMILE 1 1 1 0 2268 CVR RMSE, MAE 10.35,
14.12

2

Hönig et al.,
2014

AVEC2014 openSMILE 1 1 1 0 3805 RLR spearman’s ρ,
pearson’s r

−0.46 1

Bozkurt
et al., 2014

Mundt 1 openSMILE,
Praat

0 1 0 0 2860 SVM UAR 69.48% 2

Cummins
et al., 2015c

Mundt,
AVEC2013

openSMILE 0 1 1 0 2268 RVM RMSE 10.89 2

Zhao et al.,
2020

AVEC2013,
AVEC2014

openSMILE 0 1 1 0 DCNN RMSE, MAE 9.57
7.9

2

Seneviratne
et al., 2020

Mundt

Aperiodicity,
Periodicity,
Pitch (APP)
detector

0 1 1 0 20 SVM Acc 81.77% 2

Alghowinem
et al., 2016

Black Dog,
Pitt, AVEC

openSMILE 1 1 1 0 504 SVM AR 96.90% 2

NI – no information.

laryngeal coordination and the vocal tract behavior.
They show that depression is associated with a de-
creases in the pitch variability, changes in formant fre-
quencies and decreases in the sub-band energy vari-
ability.

Hönig et al. (2014) observed a similar speech dis-
order in depression and sleepiness. They employed
a small group of acoustic features, modeling prosody
and spectrum, enriched with voice quality. The dataset
comprises 1122 recordings from 219 German subjects
(66 male); mean age 31.5 years, total duration of all
files 29.7h. The database consists of read and sponta-
neous speech. The length of the speech tasks is between
5.8sec and 5.3min (mean 1.6min).

Scherer et al. (2013a; 2013b) examined another
group of features – voice quality related, especially in
the breathy-tense dimension – and used SVM as a clas-
sifier. The authors introduced a new dataset: virtual
human distress assessment interview corpus with pa-
tients with depression and PTSD.

Experiments presented by Cummins et al. (2015b)
support the hypothesis that reduction in acoustic vari-
ation of speech is produced under more severe depres-
sion. Their dataset comprises the Mundt corpus and
AVEC2013. MFCC features were extracted. Universal
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Table 11. Comparison of research methods and results in mental disorders
(pr – prosodic; sp – spectral; vs – voice source; li – linguistic; naf – number of acoustic features).

Features
Published Database Tool used for

features extraction pr sp vs li naf
Classifier/Test Evaluation

metrics
Best score Tag

Stasak et al.,
2016

AVEC2014 openSMILE 1 1 1 0 2155 SVM, RVM RMSE 11.20% 2

Shau, Espy-
-Wilson, 2016

Mundt 1 NI 0 0 1 0 NI SVM Acc 62–87% 2

Simantiraki
et al., 2017

AVEC2014 openSMILE 0 0 1 0 247 JAD AUC 0.88 2

Stasak et al.,
2017

DAIC COVAREP speech
toolkit

0 1 0 1 74 DT Acc 82% 2

Afshan et al.,
2018

CONVERGE openSMILE,
VoiceSauce

0 1 1 0 >6300 GMM +
i-vectors

P, R,
F1, A

F1 = 0.95 2

Al Hanai
et al., 2018

DAIC NI 1 1 1 1 553 NN LSTM MAE,
RMSE

MAE = 4.97
RMSE = 6.27

2

Xezonaki
et al., 2020

DAIC,
General

Psychotherapy
Corpus
(GPC)

NI 1 1 1 1

SVM,
hierarchical

attention-based
Network

UAR,
F1-macro

UAR = 0.72
F1-macro = 0.69

2

McGinnis
et al., 2019

own MATLAB 0 1 1 0 NI LR, SVM
Acc,
Sens,
Spec

80%, 54%, 93% 2

Mental: bipolar disease

Grünerbl
et al., 2014

own openSMILE 1 1 1 1 17 NB
Acc,
recall,

precision
70% 2

Guidi et al.,
2015

own – 1 0 1 0 2
non-parametric
Friedman test
for paired data

P < 0.05 – 1

Faurholt-
-Jepsen et al.,
2016

own openSMILE 0 1 1 0 6552 RF
Acc,
Sens,
Spec

0.74,
0.97,
0.52

2

Guidi et al.,
2017

own NI 1 0 1 0 12

Friedman’s
test for paired

data,
Mann–Whitney

U-test

P < 0.05 – 1

NI – no information.

background models (UBMs) were trained with the
expectation-maximization (EM) algorithm. Speaker-
specific GMMs were formed using full adaptation, with
five iterations of the maximum a posteriori (MAP) al-
gorithm.

The goal of research conducted by Bozkurt et al.
(2014) was to find speech features that can distin-
guish speaking patterns of individuals with a diag-
nosis of clinical depression on a speaker-independent
basis. Speech parameters were obtained from spectral
analysis. Experiments for two-class depressed vs. non-
depressed subjects were performed using SVM classi-
fiers implemented on free speech recordings. Features
advanced recognition rates up to 69% of the arithmetic
average of individual class accuracies.

Stasak et al. (2016) showed performance boost-
ing for the depression classification by using speech
affect ratings in combination with low level features

vs using these descriptors alone. They also showed the
importance of setting thresholds for data selection for
a specific affect. An automatic emotion-rating system
derived from GeMAPS may positively contribute to
performance in combination with low level features.

Khorram et al. (2016) took an approach for de-
pression detection in bipolar patients. They combined
two systems. The first was patient-specific and used
unlabeled personal calls along with assessment calls to
develop a unified background model and i-vectors, re-
spectively. The second system was cohort-general and
based on rhythm features. Their results showed im-
provement from the baseline with the unweighted aver-
age recall increasing from 0.66± 0.11 to 0.73± 0.09 and
the area under the receiver operating curve increasing
from 0.69± 0.15 to 0.78± 0.12.

Huang et al. (2016) collected six speech responses
from 30 subjects – 15 with unipolar depression (UD)
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and 15 with bipolar disorder – and used the hierar-
chical spectral clustering (HSC) algorithm to adapt
the larger Multimedia Human-Machine Communica-
tion (MHMC) emotion database to the obtained mood
database CHI-MEI. Experimental results show that
the proposed method achieved 73%, improving the de-
tection accuracy by 13% compared to the commonly
used SVM-based classifiers.

Sahu and Espy-Wilson (2016) explored features
which are important in detecting depression. They
used short audio samples of sustained vowels (5–6 s)
and longer (30 s – 2 min) of free speech from the
Mundt database and explored breathiness, jitter, and
shimmer-based features using the average magnitude
difference function (AMDF) to quantify them. Using
the AMDF based feature they got 62–87% frame-wise
accuracy for 5 out of 6 speakers.

Alghowinem et al. (2016) investigated the fea-
sibility of cross-cultural UD detection from z -score
normalized prosody features. They used German and
English datasets (AVEC, BlackDog, and Pitt, respec-
tively). Authors showed that binary (depressed/mild
or not depressed) classification trained on SVM per-
forms very well on each individual dataset.

Lopez-Otero et al. (2017) presented a study on
how speaker de-identification affects the performance
of a depression-detection system based on speech tran-
scriptions. For depression detection, it is necessary to
know which words are related to depression.

Stasak et al. (2017) proposed a novel measure for
quantifying articulation effort and demonstrated that
depression classification can be achieved by selecting
speech with the higher articulation effort, linguistic
complexity, or word-based arousal/valence.

Table 12. Comparison of speech databases in PD analysis
(v – sustained vowel; r – read speech; m – monologue; h – dialog with human; a – dialog with virtual agent).

Published Speaker
language

Number
of

patients

Number
of
HC

Age
Clinical

evaluation
Voice

evaluation

Type
of speech

Duration
per speaker
[h:min:s]v r m h a

Pinto et al., 2016 French,
Portugese

139 65 65–70 NI – 0 1 1 1 0 14:54:36

Skodda et al., 2011 German 138 50 66.74(8.48) UPDRS III,
H&Y

– 1 1 0 0 0 NI

Rusz et al., 2018 Czech 78 30 62.3(11.3) MDS-
-UPDRS III

MDS-
-UPDRS III

1 0 1 0 0 NI

Orozco-Arroyave
et al., 2014a

Spanish 50 50 62.2(11.2) UPDRS-III
and H&Y

– 1 1 1 0 0 00:01:34

Pettorino et al.,
2017

Mandarin 13 12 62.1(52–72) NI – 0 1 0 0 0 NI

Zhan et al., 2016 English 121 105 57.6(9.1) UPDRS – 1 0 0 0 0 NI

Hemmerling et al.,
2016

Polish 27 0 65(7.9) UPDRS,
H&Y

– 1 1 0 0 0 00:00:59

Anatolík,
Fougeron, 2013

French 79 26 32–89 NI
intelligibility

and articulatory
imprecision

0 1 0 0 0 NI

NI – no information.

Simantiraki et al. (2017) tested the hypothesis
that UD could be detected from glottal source sig-
nals by using discrete cosine transform (DCT) coef-
ficients of phase distortion deviation (PDD) preceded
by the feature selection using Just Add Data (JAD).
The models (SVM, ridge logistic regression and ran-
dom forest) were evaluated on read and spontaneous
speech from the AVEC2014 dataset. The researchers
concluded that the lack of harmonic clarity is mainly
disruptive in the region above F1 where harmonic am-
plitudes are relatively low.

Afshan et al. (2018) stressed that depression can
be characterized by prosodic abnormalities and/or ar-
ticulatory and phonetic errors. They verified vari-
ous aspects of speech signals: cepstral features, differ-
ence in harmonic amplitudes, formant amplitudes, and
i-vector-based systems using MFCCs ad score-level fu-
sion to combine the two systems.

3.7.3. Parkinson’s disease

PD is the second-most prevalent neurodegenerative
disease in the world. It is caused by a loss of dopamin-
ergic neurons and it causes severe motor and cogni-
tive dysfunctions. It is characterized by hypophonia
(reduced voice volume) and dysphonia (breathiness,
hoarseness or creakiness in the voice), typically preced-
ing more generalized speech disorders. About 90% of
PD patients develop speech impairments such as mono-
pitch, monoloudness, imprecise articulation and other
symptoms (Orozco-Arroyave et al., 2014a; 2014b).
The summary of speech databases and research meth-
ods are presented in Tables 12 and 13.

In comprehensive review Moro-Velazquez et al.
(2021) identified the most common features and ma-
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Table 13. Comparison of research methods and results in Parkinson’s disease
(pr – prosodic; sp – spectral; vs – voice source; li – linguistic; naf – number of acoustic features).

Features
Published Database Tool used for

features extraction pr sp vs li naf
Classifier/Test Evaluation

metrics
Best score Tag

Orozco-
-Arroyave
et al., 2014b

German,
Spanish,
Czech

Praat 0 1 1 0 68 SVM

Acc
Sens,
Spec,
AUC

Acc 97.6% 2

Mallela
et al., 2020

Indian NI 0 1 0 0 NI

CNN
+ Bidirectional

Long
Short-Term
Memory

Acc 97.41% 2

Pompili
et al., 2020

Portugese HTK 1 1 1 0 52 DNN
TensorFlow

Acc 95.27% 2

Vásquez-
-Correa
et al., 2015

PC-GITA,
German,
Czech

NI 0 1 0 0 NI CNN Acc 89% 2

Villa-Canas
et al., 2015

PC-GITA NI 0 1 1 0 NI
GMM,

GMM-UBM,
SVM

Acc 77% 2

Pettorino
et al., 2017

Mandarin,
Polish,
Italian

NI 1 0 0 0 2 t-test P < 0.05 – 1

Zhan et al.,
2016

own NI 1 0 1 0 9 RF Acc 71.0(± 0.4)% 3

Klumpp
et al., 2017

NI NI 1 0 0 0 NI – SER 1.34 3

Rusz et al.,
2018

own NI 1 0 1 0 NI binary logistic
regression

AUC 0.85 2

Wodzinski
et al., 2019

PC-GITA NI 0 1 0 0 NI LSTM Acc 0.917 2

NI – no information.

chine learning techniques employed in automatically
detecting and assessing the severity of PD using phona-
tory and articulatory aspects of speech and voice.

Orozco-Arroyave et al. (2014b) investigated the
detection of PD by analyzing speech recordings in
German, Spanish, and Czech. The Spanish database
contains speech recordings of 50 PD patients (mean
age 61), the set of German patients includes 88 indi-
viduals (mean age 66.5), and in the group of Czech
native speakers 21 were diagnosed with idiopathic PD
(mean age 62.2). For each language a CH group with
the same number of individuals was selected. The
databases contain recordings of sustained phonation of
vowels, diadochokinetic (DDK) evaluation, sentences,
and monologues. Three features in the phonation pro-
cess were taken into account: harmonics-to-noise ratio,
normalized noise energy, and glottal-to-noise excita-
tion ratio. Additionally, the first and second formant
and 12 MFCC were extracted. Authors suggest that
it is possible to detect PD using the same method in
different languages. Additionally, Orozco-Arroyave

et al. (2014a) presented further tests using jitter and
shimmer.

Villa-Canas et al. (2015) analyzed low-frequency
components of speech signals by using three different
time-frequency techniques. Their results showed that
the changes in the low frequency components are able
to discriminate between people with Parkinson’s and
healthy speakers with an accuracy of 77%, using a sin-
gle sentence.

Zlotnik et al. (2015) considered four groups of
features: phonation, articulation, prosody, and intel-
ligibility. Many techniques were tested for predicting
the stage of PD using the patient’s voice exclusively.
Finally, an ensemble of classifiers obtained the best
results (0.609), combining the output of the best Ran-
dom Forest, with intelligibility features.

Vásquez-Correa et al. (2015; 2017; 2018) found
that voice impairments appear in about 90% of speech
samples as reduced loudness, monopitch, monoloud-
ness, reduced stress, breathy, hoarse voice quality, and
imprecise articulation. Speech samples were subjected
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to frequency analysis: F0, its variability and MFCC
(Vásquez-Correa et al., 2015), wavelet transform
and short-time Fourier transform (Vásquez-Correa
et al., 2017; 2018). Physical parameters of voice were
used for modeling the SVM and the convolutional neu-
ral network (CNN). In the publication from 2015, they
declared the highest accuracies with the voiced frames
a range from 64% to 86%, while the results with un-
voiced frames range from 78% to 99%. In the paper
published in 2017, they mentioned accuracies of up
to 89% for the classification of Parkinson’s patients
vs. control group when a convolutional neural network
was used to extract features from the time-frequency
representations. Their study published in 2018 pro-
poses a multitask learning approach based on CNNs
to assess at the same time eleven speech aspects, in-
cluding difficulties of the patients to move articulators
such as lips, palate, tongue, and larynx. The input
to the CNNs are time-frequency representations ob-
tained from transitions between voiced and unvoiced
segments.

Hemmerling et al. (2016) explored phonatory and
articulatory features for modulated vowels in PD de-
tection. They used jitter, shimmer, F0, energy and
MFCC statistical values along side instantaneous en-
ergy and its range coming from the Hilbert-Huang
transformation. The data used contained sustained
and modulated vowels. As the result, the sustained vo-
wels covered higher binary accuracy classification.

Pettorino et al. (2017) investigated whether
speech of PD patients presents rhythmic abnormali-
ties. Twenty-five Mandarin speakers (13 PD and 12 HC
matched on age) and thirty-one Polish speakers (18 PD
and 13 HC matched on age) read aloud a passage of
story. The vowel percentage and the interval between
two consecutive vowel onset points were calculated.
They segmented the recorded speech into vocalic and
consonantal intervals, and then calculated the vocalic
portion in the utterance and the duration of the in-
terval between two consecutive vowels. The effective-
ness of the rhythmic metric appears to be language-
dependent. For Polish was distinctly higher while for
Mandarin there was no significant difference. They
concluded that the analyzed method could be used for
automatic diagnosis of PD for Polish and Italian, but
not for Mandarin.

Klumpp et al. (2017) introduced Apkinson – a smart-
phone application providing a mobile monitoring solu-
tion for PD patients. The severity and progression of PD
can be tracked. The patient has to perform a speech
exercise in which the person has to constantly produce
syllables of subsequent consonant-vowel combinations.
The Levenshtein distance evaluates the similarity by
computing the required insertions, deletions and sub-
stitutions to transform one string to the other. For the
recordings of the HC, the recognizer correctly counted
the number of keywords in 76% of the cases. For the

group of PD patients, the number of correctly assessed
records was slightly lower with 72%.

The most common scale for assessing the severity
of PD is the Unified Parkinson’s Disease Rating Scale
(UPDRS) and Movement Disorders Society UPDRS
(MDS-UPDRS), which evaluates non-motor and motor
experiences of daily living and motor complications.

The Computational Paralinguistics Challenge Spe-
cial Session of Interspeech 2015 was dedicated, along-
side two other topics, to the degree to which PD can be
detected by speech analysis. Recordings of 50 PD pa-
tients were provided. The dataset was divided into 42
tasks per speaker, yielding 1470 recordings in the train-
ing set (3 speakers), 630 recordings in the development
set (15 speakers), and 462 recordings (11 speakers) in
the test set. The duration of recordings ranges from
0.24 seconds to 154 seconds and consist of a mono-
logue, a read text and sentence recordings.

Grósz et al. (2015) applied two state-of-the-art
machine learning methods in the regression Sub-Chal-
lenges of the Interspeech 2015 Computational Para-
linguistics Challenge. They showed that both DNN
and Gaussian process regression (GPR) are compet-
itive with the baseline SVM, and the results can be
improved by combining the classifiers. They trained
DNNs with five hidden layers and 1000 neurons in
each hidden layer. The best results (0.671) they ob-
tained by using a feature selection and by averaging
out the scores of multiple recordings clustered to the
same person.

Sztahó et al. (2015) presented the method of lin-
ear regression models on a set of extracted acoustic
features from the middle of vowels in words, sentences
and continuous speech, and the partitioning of speech
samples according to their total length into parts with
long, medium and short duration. Jitter, shimmer, ar-
ticulation rate, intensity and its variation, rate of tran-
sients and MFCC were extracted. They notice that in
terms of the final results on the test set that was up-
loaded for the challenge, many conclusions cannnot be
deduced due to the variation in the data. They empha-
sized that correlations (and also the baseline results)
count as weak. They experienced high intra-variation
of the extracted features.

3.7.4. Alzheimer’s disease and dementia

Alzheimer’s disease (AD) is a progressive neurode-
generative disorder clinically defined as an impairment
of certain cognitive and functional abilities. As the re-
sult of the aging society, there are growing number of
people affected by AD.

Gosztolya et al. (2019) took an automatic ap-
proach focusing on features describing the number of
pauses in spontaneous speech, specifically filled gaps.
The authors constructed a large set of descriptors and
used correlation and the sequential forward selection
algorithm to find the most promising ones. Based on
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only the acoustic features, they were able to separate
the various groups with accuracy scores between 74–
82%. They attained similar accuracy scores using only
the linguistic features. With the combination of the two
types of features, the accuracy scores between 80–86%.

Sadeghian et al. (2017) presented empirical evi-
dence that AD patients can be reliably distinguished
from HC through a combination of acoustic featu-
res from speech and linguistic features extracted from
an automatically determined transcription of speech.

Wankerl et al. (2017) proposed a purely statis-
tical approach towards automatic diagnosis of AD,
solely based on n-gram models with subsequent evalua-
tion of the perplexity. The system works independently
in a concrete language. AD patients show emotional
prosodic impairment.

The Pitt corpus used by Warnita et al. (2018) con-
sists of speech samples and their transcriptions from
244 HC and 309 dementia patients. They used a gated
convolutional neural network (GCNN) for speech data.
The presented study is the non-linguistic approach for
detecting AD by utilizing only the speech audio data.
Since it does not utilize linguistic information, authors
can apply it to low resource languages. The proposed
method achieved the accuracy of 74%.

Weiner et al. (2016; 2018) investigated a way of
automatic classification of AD using conversational
speech. They derived 10 prosodic and textual features
from 98 voice samples from the interdisciplinary lon-
gitudinal study on adult development and the aging
(ILSE) dataset. They compared two pipelines of fea-

Table 14. Comparison of speech databases in Alzheimer’s disease and dementia
(v – sustained vowel; r – read speech; m – monologue; h – dialog with human; a – dialog with virtual agent).

Published Speaker
language

Number
of

patients

Number
of
HC

Age
Clinical

evaluation
Voice

evaluation

Type
of speech

Duration
per speaker
[h:min:s]v r m h a

Sattler et al., 2017 German NI NI >40

medical, psychological,
cognitive, physical,
dental examinations,
semi-standardized

biographic interview

– 0 0 0 1 0 NI

Ujiro et al., 2018 Japanese 12 12 74.5± 4.3 DSM-IV-T – 0 1 0 0 1 NI
NI – no information.

Table 15. Comparison of research methods and results in Alzheimer’s and dementia disorder
(pr – prosodic; sp – spectral; vs – voice source; li – linguistic; naf – number of acoustic features).

Features
Published Database Tool used for

features extraction pr sp vs li naf
Classifier/Test Evaluation

metrics
Best score Tag

Warnita et al., 2018 Pittcorpus openSMILE 0 1 1 0 12459 GCNN Acc 73.6% 2

Weiner et al., 2018 ILSE NI 1 1 0 0 40 GMM UAR 0.645 2

Ujiro et al., 2018 own Snack Sound
Toolkit

0 0 1 1 21 SVM
and logistic

AUROC 0.95 2

Pan et al., 2020 DementiaBank
dataset

NI 1 0 1 1 bi-LSTM F-score 78.34% 2

Mirheidari et al.,
2018

own Praat 1 0 1 1 12 HMM-GMM Acc 91% 2

NI – no information.

ture extraction for dementia detection: manual tran-
scription and ASR using samples from the ILSE cor-
pus. The acoustic and linguistic features were ex-
tracted and several models were built with the Gaus-
sian classifier as the top performer. Weiner et al.
(2018) stated that early detection of dementia is possi-
ble by automatically processing conversational speech.
They tested a group of more than 200 subjects. Con-
versational speech (12 min of interview) was chosen
since it is a natural form of communication that can be
recorded without causing stress to subjects. The best
results were obtained through a combination of acous-
tic and linguistic features. Finally, a Gaussian classifier
was trained to discriminate three cognitive diagnoses.
The authors declare that it is possible to detect demen-
tia using speech of duration 2.5 min, although the most
reliable results require between 10 and 15 min. In the
publication of 2016, the authors declared the F-score
of 0.8 for the detection of AD. In the paper from 2018,
they stated detected dementia with an UAR of 0.64 us-
ing acoustic features extracted from speech segments.

Rohanian et al. (2021) present two multimodal
fusion-based deep learning models that consume ASR
transcribed speech and acoustic data simultaneously
to classify whether a speaker in a structured diagnostic
task has AD. They achieved an accuracy of 84% using
words, word probabilities, disfluency features, pause
information, and a variety of acoustic features.

The summary of speech databases and research
methods applied for AD and dementia analysis are
shown in Tables 14 and 15.
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Table 16. Comparison of speech databases in ALS
(v – sustained vowel; r – read speech; m – monologue; h – dialog with human; a – dialog with virtual agent).

Published Speaker
language

Number
of

patients

Number
of
HC

Age
Clinical

evaluation
Voice

evaluation

Type
of speech

Duration
per speaker
[h:min:s]v r m h a

Horwitz-Martin et al., 2016 English 34 0 NI – SIT 1 1 0 0 0 NI

Wang et al., 2016 English 11 11 60 ALSFRS-R SIT 1 1 0 0 0 NI
NI – no information.

Table 17. Comparison of research methods in ALS
(pr – prosodic; sp – spectral; vs – voice source; li – linguistic; naf – number of acoustic features).

Features
Published Disease Tool used for features

extraction pr sp vs li naf
Classifier/Test

Neurodegenerative
Horwitz-Martin et al., 2016

ALS
MATLAB 1 1 0 0 36 Spearman correlations, regression

Wang et al., 2016 openSMILE 1 1 1 0 6373 RLR, i-vectors, SVM, DNN

3.7.5. Amyotrophic lateral sclerosis

ALS is a rapidly progressing disorder that causes
the death of neurons controlling voluntary movements.
Symptoms include difficulty in speaking or swallowing.

Antolík and Fougeron (2013) found that among
consonant distortions, the most frequent type of distor-
tion in ALS is an incomplete closure of stops.

Wang et al. (2016) explored the option to diag-
nose ALS from short speech acoustic and articulatory
samples. They examined 11 affected patients and 11
HC, and constructed a large dimensionality dataset of
acoustic features from audio samples and articulatory
features derived from tongue and lip sensors. Further-
more, randomized logistic regression (RLR) was used
as a feature selection method, and the i-vector was
calculated for each speaker and concatenated to fea-
ture the vector for speaker normalization. Next, they
trained two classes of models: SVM with a radial basis
function (RBF) kernel, and DNN achieving maximum
performance when all acoustic and sensor features were
combined and provided to train the DNN model.

Horwitz-Martin et al. (2016) presented research
into an objective and automatic assessment of speech
loss with features extracted from the first and second
formant. They found that acceleration features derived
from F2 were the most informative for speech predict-
ing the rate of speech decline and assessing the intelli-
gibility decline.

The speech databases and research methods ap-
plied for ALS analysis are shown in Tables 16 and 17.

4. Discussion

4.1. Recruitment process

To create an effective computer system it is neces-
sary to have the right number of recordings of individ-

uals affected by each given disorder. Each patient must
have an official diagnosis from a physician. Recordings
taken at early disease stages are the most desirable
since the main purpose of computer systems is to rec-
ognize the onset of the disease. Sometimes it is diffi-
cult to convince patients of the desirability of collect-
ing recordings. Patients must consent to participate
in research. Thus, the recruitment process is difficult
and frequently time-consuming. Collecting recordings
requires approval from the Ethics Committee.

4.2. Standardization of database descriptions

We commonly encountered insufficient descriptions
of the collected speech databases. As shown in Ta-
bles 1, 3, 5, 7, 9, 12, 14, 16 only some of the param-
eters of recordings are reported systematically across
the corpora. The descriptions frequently omit the du-
ration of the recordings or detailed technical informa-
tion on the conditions of the recording process. We
propose to standardize the descriptions as a table or
an annex, which would clearly outline the properties
of the corpus, especially when the database is not
publicly available. Important parameters assessing the
usefulness of recording databases are the number of
recorded speakers (Fig. 4), the duration of each speech
and total recording times representing the size of the
database speaker (Tables 1, 3, 5, 7, 9, 12, 14, 16). In
addition, it may be useful to divide the recordings by
gender. Generally, patients’ age ranges are given, al-
though some authors present the average age of pa-
tients and standard deviation. Similar information is
presented regarding the age of CH. Comparing these
data sets shows that frequently the patients are more
advanced in age than the CH group. The correlation
between the patient age and their health may affect
the functionality of the classifiers. An older patient’s
voice may be incorrectly classified as a voice of an ill
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patient. Conversely, a young person’s voice may be in-
correctly classified as a voice of a healthy individual.
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Fig. 4. Corporas from 2009–2019.

The recordings were divided into three groups. The
first includes read texts or, far less frequently, individ-
ual words or chosen vowels. Such recordings can be
used to analyze the same statements for all respon-
dents, which is a valuable advantage when analyzing
the acoustic features of voices. In this case, there is
no dependency on the content of the statements. The
second group includes recordings of spontaneous state-
ments. These enable linguistic analysis, which is espe-
cially useful when diagnosing mental illness (Stasak
et al., 2017; Lopez-Otero et al., 2017). The third group
includes recordings from dialogues between subjects
and interviewers (Weiner et al., 2016). Conversational
speech is the most natural form of communication that
can be recorded without putting subjects under stress.
Moreover, acoustic and language information can be
obtained from conversations between patients and vir-
tual agents. Generally, subjects receive instruction on
how to speak. This applies to duration, avoiding emo-
tions, monologue topics and sometimes loudness. For
example, in sporadic cases, patients are asked to give
a prolonged statement of the desired vowel.

The most frequently recorded statements are in one
language only (sporadically dialect). The main rea-
son is that such recordings are the easiest to obtain.
Their effective analysis is also easier, especially linguis-
tic analysis.

Recordings can be obtained using a variety of equip-
ment, such as computers or mobile phones. Specialist
recording equipment can be used to obtain a wider fre-
quency range. However, such equipment is less widely
available, and recordings must be taken at specific lo-
cations. Acoustic conditions for recordings using mo-
bile phones are poorer than those in recording studios.
If possible, the signal-to-noise ratio (SNR) parameter
should be determined.

There is a general view that speech does not con-
tain frequencies above 8 kHz. Determining the thresh-
old frequency of recorded speech determines the sam-
pling frequency of the digital signals. The size of sampling
and the resolution (usually 16 bits per sample) deter-
mines the size of the acoustic files.

It is extremely important to label recordings with
accurate information on the health of the subjects. In-

formation about any medication taken by the patient
is also useful, as it can have a significant impact on the
features of the recorded speech.

4.3. Standardization of recording protocols

There is no consistent scenario for the content of re-
corded speech. Some corpora contain recordings of sus-
tained vowels only, while others use read speech or in-
terviews (Weiner et al., 2018). Each form of speech
has its own advantages: sustained vowels provide ma-
terial which is standard in phoniatric investigations,
read speech gives the same content for each speaker,
while dialogues are usually the most natural.

4.4. Controlled clinical laryngeal examination

Only a few of the studies included phoniatric/
laryngeal imaging (i.e., laryngoscopic, laryngostrobo-
scopic, videokymography, and high-speed digital imag-
ing). In the absence of such evaluation, the condition
of the vocal folds and surrounding structures cannot
be determined accurately, and potential laryngeal dis-
orders could interfere with the disorder being investi-
gated and have an impact on acoustic parameters of
the voice. Such findings would have been bolstered by
including additional information regarding thew vocal
fold structure and physiology. Future studies should in-
clude endoscopic methods to place these results in the
diagnostic context, especially in case of somatic dis-
orders. This recommendation is especially relevant to
disorders for which the state-of-the-art is less advanced
or where voice sample sizes are small. The issue is that
such examinations are costly.

4.5. Exclusion criteria

There is a lack of consistency concerning excluding
voice recording of certain subjects. In some cases, re-
searchers only excluded recordings which did not follow
the recording protocol; however, in most cases specific
exclusion criteria were chosen, e.g., excluding subjects
who were under the influence of alcohol of drugs, smok-
ers (de Souza, Santos, 2018) or individuals whose
jobs put an increased strain on their voice. In some
cases exclusions were made on the basis of medical
records (e.g., the disorder was too advanced). In gen-
eral, the criteria should be standardized. Additionally,
the excluded recordings can be valuable for case stud-
ies investigating factors influencing the human voice.

4.6. Selection criteria for the HC group

In the majority of studies, control groups were
matched by age and gender only. In some cases, addi-
tional factors were also considered, e.g., BMI. In gene-
ral, there is no standardized approach.
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4.7. Single disease

While some of the disorders may be intercorrelated
(e.g., obesity and CAD, depression, and diabetes), the
reviewed articles rarely took into account more than
one or two disorders at a time.

4.8. Sample size

The number of speakers in the corpora varies from
around 10 to several thousand. If the number is low,
their medical records are generally more detailed. In
order to apply certain modern machine learning meth-
ods, e.g., DNN, large datasets are required. This could
be achieved through crowdsourcing, which has been
effective in other fields of speech technology.

4.9. Legal issues of voice recording

While state-of-the-art algorithms are able to iden-
tify individuals using their voice prints, new problems
are emerging. When speech is recorded on smartphones
(Dogan et al., 2017), user data should be treated as
sensitive and protected with appropriate privacy pol-
icy security procedures for transfer and storage.

4.10. Numbers of recordings

In most cases, just one recording is taken for each
individual and there are no reference points from the
onset of disease or from its progression. There is a need
for more frequent monitoring of the patient voice sta-
tus.

4.11. Availability of corpora

The majority of datasets were prepared for spe-
cific studies and were not available publicly to other
researchers (Low et al., 2020). This makes results
less comparable and reproducible while new methods
are being developed. However, several corpora have
become international benchmark standards on which
novel methods can be validated. This trend should also
be adopted for other disorders.

4.12. Feature sets

Tables 2 and 4 clearly show that there are no stan-
dards in speech parameterization or, if they exist, that
they are rarely used. Only a few results were obtained
using standard feature vectors, such as those offered by
openSMILE. The number of extracted features varies
from several to several thousand features (e.g., openS-
MILE vectors such as AVEC or ComPare) (Fig. 5).
In most cases, researchers choose one or two param-
eters from four categories (prosodic, spectral, voice
source, linguistic), on the basis of their previous ex-
perience or their tools. Technically, there are no lim-
itations on verifying features from all the categories,
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Fig. 5. Acoustic features investigated
in the articles 2009–2019.

which could improve our understanding of the corre-
lations of voice features with disorders (Sadeghian
et al., 2017). When novel parameterizations are in-
troduced, their implementations are usually not made
public.

4.13. Lack of cross-cultural and cross-language
comparisons

The majority of articles focus on a single corpus
or language. Gathering recordings to create databases
is time consuming, and requires a high level of co-
operation between engineers and medical profession-
als from different specializations. It is necessary to
identify patients who meet the criteria set out in the
study (e.g., no specific comorbidities, addictions, etc.).
Being able to share databases (including speech and
voice signals) among researchers usually requires for-
mal consent and the willingness to cooperate. In the
literature, there are still few studies that take into ac-
count more than one language (Orozco-Arroyave
et al., 2014b), even though there is a need for sys-
tematic comparisons of findings between languages
(Maor et al., 2018; Vásquez-Correa et al., 2017;
Pettorino et al., 2017). The importance of heteroge-
neous training sets in machine learning should also be
emphasized. Acoustic features of speech are affected by
the diagnosed disorder, as well as by the language spo-
ken by the subject. In many cases the same algorithms
can be used effectively regardless of the language, and
only the acoustic feature values will change. The sit-
uation is significantly more complicated in linguistic
testing of speech. Transferring research methods from
one language to another may not be sufficiently effec-
tive (Warnita et al., 2018).

5. Conclusions

Current disease diagnostic methods are adapted
from those which have been verified as useful in speech
or speaker recognition and investigating emotions.
However, it should be remembered that speech analy-
sis for medical purposes should follow different rules
than speech recognition analysis. As a result of evolu-
tion, the human voice has adapted to the perceptual
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capabilities of the hearing system. This has greatly
improved the efficiency of communication by speech.
The human ear is a frequency analyzer with nonlin-
ear characteristics. Imitating these properties in speech
technology has been shown to be highly effective, e.g.,
MFCC. We suppose that in the case of speech analysis
for medical purposes there are no indications to take
the perceptual properties of the hearing system into
account. Authors of the studies included in our pa-
per an attempt to detect speech features which can be
indicative of specific disorders. To achieve this, they
mainly use acoustic analysis and sometimes linguistic
analysis.

Determining the reasons (e.g., anatomical or neu-
rological) for voice changes in specific disease states is
a separate issue and not the subject of the cited pub-
lications. Characteristic features of speech result from
the anatomical structure of the vocal tract and the way
it is stimulated by the nervous system. Therefore, med-
ical speech diagnostics are aimed at neurodegenerative
and mental disorders as well as disorders affecting the
physical structure of the vocal tract. The majority of
publications refer to speech deviations caused by disor-
ders of the nervous system (e.g., depression, dementia,
Parkinson’s and Alzheimer’s diseases).

Both acoustic and linguistic properties of speech
are taken into account. The methods of acoustic ana-
lysis are more useful and were tested for all the dis-
eases presented above. Linguistic methods have been
tested for mental and neurodegenerative diseases. The
conducted experiments show that the combination of
both methods improves the efficiency of diagnosis. The
relatively large number of publications in this field is
testimony to the influence of the nervous system on the
generation of speech. This is particularly important for
psychiatry, which usually lacks objective clinical mea-
surements used in other specializations. While nervous
system disorders result in both acoustic and linguistic
features of speech, somatic disorders are diagnosed by
analyzing acoustic parameters of the voice.

Speech analysis systems provide a promising ap-
proach for creating low-cost, non-invasive and remote
diagnostic tools for automatic assessment or monitor-
ing of certain disorders. Early and sensitive disease
detection can support medical intervention and treat-
ment. Speech corpora can be collected conveniently in
a clinical environment or at home using smartphones.

Various methods of assessing the effectiveness of di-
agnosing diseases through acoustic voice analysis and
linguistic speech analysis were used. This diversity
makes it difficult to answer the question for which dis-
eases the analyzed methods are by far the most ef-
fective and for which the least reliable. Effectiveness
of disease diagnosis varies from 65% up to 99%. From
a medical point of view, such results should be treated
as a screening tests only and should be an indica-
tion of the need for standard medical tests. According

to literature reports, the highest effectiveness was ob-
tained for: COVID-19, schizophrenia, and Parkinson’s
disease. Worse results were obtained for depression,
bipolar disorder and Alzheimer’s disease. Relatively
weaker results were obtained for PCOS, diabetes, hy-
pothyroidism, hyperthyroidism, and amyotrophic lat-
eral sclerosis. The weakest accuracies were obtained for
the diagnosis of obesity and metabolic syndrome.
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Simulation of wave propagation in the three-dimensional (3D) modeling of the vocal tract has shown
significant promise for enhancing the accuracy of speech production. Recent 3D waveguide models of the vocal
tract have been designed for better accuracy but require a lot of computational tasks. A high computational
cost in these models leads to novel work in reducing the computational cost while retaining accuracy and
performance. In the current work, we divide the geometry of the vocal tract into four equal symmetric parts with
the introduction of two axial perpendicular planes, and the simulation is performed on only one part. A novel
strategy is defined to implement symmetric conditions in the mesh. The complete standard 3D digital waveguide
model is assumed as a benchmark model. The proposed model is compared with the benchmark model in
terms of formant frequencies and efficiency. For the demonstration, the vowels /O/, /i/, /E/, /A/, and /u/
have been selected for the simulations. According to the results, the benchmark and current models are nearly
identical in terms of frequency profiles and formant frequencies. Still the current model is three times more
effective than the benchmark model.

Keywords: symmetric; digital waveguide; vocal tract; delay lines; rectilinear uniform grid.
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1. Introduction

Three-dimensional (3D) acoustic simulations of
the vocal tract show tremendous promise for the re-
search of speech acoustics (Gully, Tucker, 2019).
Many studies have focused on simulating the vocal
tract because of its significance in the speech produc-
tion system (Lim et al., 2019; Qureshi et al., 2020;
Qureshi, Ishaq, 2019; Qureshi, Syed, 2015; 2019;
Schickhofer, Mihaescu, 2020; Vampola et al.,
2015). Many researchers have used computational two-
and three-dimensional techniques for voice generation
based on wave propagation in the vocal tract using the
finite element method (FEM) (Arnela et al., 2016a;

2019; Blandin et al., 2021; Mohapatra et al., 2019).
The most common method for analyzing vocal tract
acoustics is FEM. However, the existing technology
limits its usage in the real-time application of wave pro-
pagation due to the long computation time.

The use of waveguide modeling in computational
vocal tract modeling is quite common. Computatio-
nal models are used in digital waveguide modeling for
wave propagation in the vocal tract. It is assumed that
each node in the vocal tract grid acts as a scattering
junction connected by a unit of waveguide element,
which is known as the delay line in the simulation
(Speed et al., 2013a; Treyssčde, 2021). High-quality
sound generation in real-time is made possible by the
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use of digital waveguide models, which are efficient and
realistic computational models of the waveguide model
(Mullen et al., 2007; Speed et al., 2013a). A few at-
tempts have been made to extend the Kelly-Lochbaum
model by incorporating fractional delays for the vo-
cal tract’s elongation (Mathur et al., 2006; Qureshi,
Syed, 2019). The Kelly-Lochbaum model was based
on the same length of each cylindrical segment.

In the literature, the transformation of the vo-
cal tract into concatenated segments with various
cross-sectional areas has proven successful for one-
dimensional waveguide modeling (Mullen et al., 2003;
2006), whereas the vocal tract has been converted
into better approximated one using conical segmen-
tations (Makarov, 2009; Strube, 2003). The multi-
dimensional digital waveguide model offers more pre-
cision than the one-dimensional waveguide model but
has a higher computing cost (Arnela et al., 2016b;
Beeson, Murphy, 2004; Blandin et al., 2015; Mo-
hapatra et al., 2022; Murphy, Beeson, 2007; Mur-
phy, Howard, 2000). The restriction of uniform struc-
tured mesh is a major limitation in the digital waveg-
uide models (Speed et al., 2013a; Van Duyne, Smith,
1995). The complexity and computational cost of the
three-dimensional digital waveguide model for vocal
tract modeling limits the interest of the researchers.
When accuracy is a concern, the three-dimensional
model becomes a suitable candidate for modern com-
puters (Speed et al., 2013a; 2013b). In recent works,
three-dimensional digital waveguide modeling for the
vocal tract has been adopted for the uniform linear
grid as well as the non-uniform rectilinear grid pro-
posed for voiced stop consonants (Gully et al., 2017;
Gully, Tucker, 2019; Qureshi, Ishaq, 2019; Speed
et al., 2013b).

For the modeling of the vocal tract, the current
work is focused on implementing a symmetric 3D digi-
tal waveguide model. For this purpose, a 3D geometry
of the vocal tract is divided into four equal symmetric
parts with the introduction of two axial perpendicular
planes. The modeling of the single symmetric part is
referred to as a 3D symmetric digital waveguide model
of the vocal tract. A novel strategy has been devised
to implement symmetric conditions on the two perpen-
dicular axial sides of the meshing.

The proposed approach will reduce the high compu-
tation cost in the simulation while keeping the model’s
accuracy. For the validation of our approach, we
choose a complete standard three-dimensional wave-
guide as a benchmark model in the proposed work. For
the demonstrations of our model, we consider cross-
sectional areas of the different vowels /O/, /i/, /E/,
/A/, and /u/ from (Story et al., 1996). In the pro-
posed work, the developed model is compared with the
benchmarked model in terms of formant frequencies
and efficiency. As a result of the simulations, the sym-
metric model is found to match the benchmark model

in terms of accuracy and is three times more efficient
than the benchmark model.

2. Three-dimensional symmetric waveguide
modeling of the vocal tract

For the realistic modeling of the vocal tract, the
accuracy of the wave propagation in the vocal tract
using 3D waveguide modeling makes it popular in the
field of speech production. However, a significant re-
striction in the application of the three-dimensional
waveguide model is the computational cost. Not many
works have been reported in the literature to reduce
the computational cost using the three-dimensional
waveguide model of the vocal tract. Furthermore, the
current work is focused on reducing computational
cost in the vocal tract modeling. The computational
cost is greatly reduced with the help of implementing
symmetric three-dimensional waveguide modeling of
the vocal tract. Using two axial perpendicular planes,
a 3D geometry of the vocal tract is divided into four
equal symmetric parts and the modeling of the single
symmetric part is referred to as a symmetric three-
dimensional digital waveguide model of the vocal tract.
The symmetric conditions are implemented on the
symmetric sides of the meshing. The visualization of
the current approach in the proposed work is demon-
strated in Figs. 1 and 2.

Figure 1 shows the three-dimensional geometry of
the vocal tract orientation in the case of the vowel /O/,
where the length of the vocal tract is along the x-axis.
Figure 2 presents the symmetric part with the green
color for the vocal tract, as shown in Fig. 1. The re-

Fig. 1. Three-dimensional geometrical view
of the vocal tract.

Fig. 2. Three-dimensional symmetric part
of the vocal tract.
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maining three symmetric parts are shown with the
same blue color in the figure, which is not considered in
the simulation of wave propagation in the vocal tract.

A vocal tract is a cylindrical tube of varying cross-
sectional area in a one-dimensional waveguide model.
The total vocal tract length is divided into multiple
cylindrical tube segments with different cross-sectional
areas. The wave equation is used to formulate the re-
lationship between velocity and pressure in this tube
(Markel, Gray, 1976; Rabiner, Schafer, 1978).
D’Alembert’s process helps to solve one-dimensional
wave equations as a sum of left and right wave com-
ponents. In the continuity and momentum equation at
the intersection of two cylinders k-th and (k + 1)-th
(Karjalainen, Erkut, 2004), Rk is the reflection
coefficient, Ak is the cross-sectional area of the k-th
cylinder, and Ak+1 is the cross-sectional area of the
(k + 1)-th cylinder:

Rk =
Ak −Ak+1

Ak +Ak+1
. (1)

The accuracy is increased by getting the three-
dimensional structure in the waveguide model, which
improves spatio-temporal connectivity in the sample
grid. In this case, the mesh of the waveguide model
increases with the expansion of the spatio-temporal
connection in the sample grid of the three-dimensional
(Beeson, Murphy, 2004; Mullen et al., 2006;
Van Duyne, Smith, 1993). In the standard three-
dimensional waveguide model, every node is called
a scattering junction, where each wave is modified and
moves in many directions. Every scattering junction is
situated at the same delay lines in the grid and each
scattering junction has six more neighboring scatter-
ing junctions at a point of 90 degrees, as illustrated in
Fig. 3. except at the walls of the vocal tract. The in-
terconnection of multiple junctions is shown in Fig. 4
with a three-dimensional view.

Fig. 3. Single junction with six-neighboring junctions.

Multiple grid topologies are utilized in the litera-
ture for the three-dimensional digital waveguide mod-
eling of the vocal tract. However, we selected a three-
dimensional uniform rectilinear grid topology in the
work because of its simplicity.

Fig. 4. Interconnection of multiple junctions.

At each junction J , the incoming wave pressures
are symbolized as p+J,1, p

+

J,2, p
+

J,3, p
+

J,4, p
+

J,5, and p+J,6,
respectively, and the outgoing pressures are denoted by
p−J,1, p

−

J,2, p
−

J,3, p
−

J,4, p
−

J,5, and p−J,6, respectively. Finally,
the pressure pJ,i on each scattering junction J can be
formulated as (Mullen, 2006; Van Duyne, Smith,
1993):

pJ,i = p+J,i + p−J,i. (2)

For N -port neighboring junctions of the junction J ,
the total pressure p at the junction J can be written as
(Mullen, 2006; Van Duyne, Smith, 1993):

pJ = 2

N

∑
i=1

Yip
+

J,i

N

∑
i=1

Yi

. (3)

For a three-dimensional case with uniform impedan-
ce, the aforementioned equation can be rewritten as:

pJ =

6

∑
i=1

p+J,i

3
. (4)

The outgoing pressure components can be consid-
ered as:

p−J,i = pJ − p+J,i. (5)

The current work is focused on the symmetric
three-dimensional waveguide mesh. To increase the ef-
ficiency of the three-dimensional waveguide model, we
impose the symmetric conditions on the symmetric
sides of the waveguide mesh. In the configuration of
the rectilinear mesh in Fig. 3, we consider that each
junction has six neighboring junctions at an angle of
90 degrees from one another. Junctions 1 and 2 are
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along the x-axis, junctions 3 and 4 are along the y-axis,
while junctions 5 and 6 are along the z-axis. Con-
sider that the length of the three-dimensional vocal
tract is along the x-direction while the cross-sectional
area is along the yz-plane. In our work, we consider the
part of the vocal tract that rests in the first quadrant
in the coordinate axes. To make a symmetric model,
we impose symmetric boundary conditions on the xy-
and xz-planes.

For the symmetry on the xy-plane, the neighbor-
ing nodes 5 and 6 are between the line of symmetry
along the y-axis. The outgoing wave from junction J to
port 6 is unimportant and is omitted, while the incom-
ing wave from port 6 to junction J is important, and
we consider it. To employ symmetric, it must be the
same as an outgoing wave from J to port 5. In Eq. (4),
the pressure at the junction J for the symmetric line
can be derived as:

pJ =

6

∑
i=1
i≠6

p+J,i + p+J,5

3
. (6)

Output traveling-wave components at the node are
calculated as:

p−J,i = pJ − p+J,i, i ≠ 6. (7)

For the symmetry on the xz-plane, the neighbor-
ing nodes 3 and 4 are between the line of symmetry
along the z-axis. The outgoing wave from junction J to
port 4 is unimportant and is omitted, while the incom-
ing wave from port 4 to junction J is important, and
we consider it. To employ symmetric, it must be the
same as an outgoing wave from J to port 3. In Eq. (4),
the pressure at the junction J for the symmetric line
can be derived as:

pJ =

6

∑
i=1
i≠4

p+J,i + p+J,3

3
. (8)

Output traveling-wave components at the node are cal-
culated as:

p−J,i = pJ − p+J,i, i ≠ 4. (9)

3. Numerical simulation

A series of cross-sectional areas are acquired from
the particular geometric configurations of the vocal
tract. In the proposed work, we consider the different
configurations of the vocal tract for the vowels /O/, /i/,
/E/, /A/, and /u/. The cross-sectional areas of these
vowels are taken from (Story et al., 1996) with vary-
ing vocal tract lengths of 17.46, 15.88, 16.67, 17.46, and
18.25 cm, respectively. For the production of the three-
dimensional mesh, the cross-sectional areas are inter-
polated into the smooth shape of the three-dimensional
vocal tract by using a piecewise third-order spline.

For the best resolution of the graphs, the length of
the impulse response is chosen as 25 000 input sam-
ples for every vowel considered in this work. All input
samples have zero values except the first input sam-
ple, which has a value of 1. The numerical solution of
the current vocal model comprises two basic steps for
each iteration. The first step is used to find the scat-
tering of the waves at each junction of the mesh, while
the wave delay of each junction is passed to the neigh-
boring junctions in the second step. In the first step,
we apply the glottal boundary condition (Speed et al.,
2013a) on each junction that lies on the inlet of the vo-
cal tract. For the scattering of the wave, Eq. (4) is used
to calculate the total pressure on each interior junction
of the mesh and we also measure the outgoing pressure
in all six directions with the help of Eq. (5). The scat-
tering of the waves at outlet junctions (Speed et al.,
2013a) is also computed. For the junctions that lie on
the symmetric xy-plane, Eqs. (6) and (7) are employed
to calculate total and outgoing pressures, respectively.
Similarly, for the case of a symmetric xz-plane, Eqs. (8)
and (9) are used. In the second step, all components
of the wave delay of each junction are passed to its
neighboring junctions. We iterate this process accord-
ing to the total number of input samples to get output
samples. The frequency response is then obtained from
the transfer function by applying fast Fourier trans-
formation (FFT) and natural logarithms on the out-
put samples. The simulations of the current work are
compiled in the high-level computer programming lan-
guage MATLAB 2020. MATLAB computer language
also offers the use of C++-coded files to increase the
efficiency of the simulations. We also developed a C++-
coded file used in MATLAB to increase the efficiency
for the high-cost computational work in the 3D sym-
metric meshing. The reflection coefficient of the glottis
rG, the reflection coefficient of the wall rW and the
reflection coefficient lip rL are assigned with values of
0.97, 1.0, and −0.9, respectively.

4. Results and discussion

In this section, we demonstrate our current ap-
proach in the execution of the symmetric three-
dimensional digital waveguide model of the vocal tract.
Our benchmark model is used to compare and vali-
date our symmetric model. Based on accuracy and ef-
ficiency, the comparison between the symmetric and
the benchmark models is established. The first three
lowest formant frequencies are known to be sufficient
for every vowel to be recognized. In the current work,
we take six formant frequencies of the benchmark and
symmetric models and compare them with each other
so that we can get a better idea about the relative er-
ror, and check the efficiency of our symmetric model.
The six formant frequencies are denoted by f1, f2, f3,
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f4, f5, f6, which are mentioned in the first column of
all tables.

For the comparison process, the sample delay ds is
taken the same for both models. In the current work,
vowels /O/, /i/, /E/, /A/, and /u/ are taken with dif-
ferent vocal tract lengths. The efficiency and accuracy
of the current model are compared with the bench-
mark model in the collapsed time, frequency profiles
and formant frequencies, respectively. At least three
formant frequencies are required for each vowel. In
our work, we consider the first six formant frequencies
produced by the benchmark model and our proposed
model (Arnela et al., 2016b).

Figure 5 shows the frequency profiles generated by
a transfer function of a vowel /O/ of the vocal tract
up to 6000 Hz. We observe that the frequency profiles
of benchmark and symmetric models overlap. There
is no difference between the profiles of the benchmark
and the symmetric models. In other words, the fre-
quency profiles of both models are identical to each
other. Numerically calculated values are given in Ta-
ble 1. In this table, column 4 shows the relative error
between the benchmark and symmetric models. This
column presents the zero relative errors in all six for-
mant frequencies in the current case of vowel /O/. Co-
lumn 7 shows that the proposed model is about 3 times
more efficient than the benchmark model due to the
high efficiency of the symmetric model.

The frequency profiles of the vowel /i/ of the vo-
cal tract obtained by its transfer function are shown
in Fig. 6. It is also noted that the frequency profile
of the symmetric model matches the frequency pro-
file of the benchmark model. Measured values of for-
mant frequencies are presented in Table 2. Column 4
of this table shows the zero relative errors in all six for-
mants frequencies of vowel /i/. Column 7 shows that

Table 1. Comparison between the formant frequencies of the benchmark and symmetric models in the vowel /O/ case.

Format
frequency

Benchmark model
[Hz]

Symmetric model
[Hz]

Error
[%]

Elapsed time (average) [sec]
EfficiencyBenchmark model Symmetric model

f1 597 597 0

627.323 209.391 2.995

f2 894 894 0
f3 2234 2234 0
f4 2755 2755 0
f5 3573 3573 0
f6 4243 4243 0

Table 2. Comparison between the formant frequencies of the benchmark and symmetric models in the vowel /i/ case.

Format
frequency

Benchmark model
[Hz]

Symmetric model
[Hz]

Error
[%]

Elapsed time (average) [sec]
EfficiencyBenchmark model Symmetric model

f1 492 492 0

550.188 178.868 3.076

f2 1557 1557 0
f3 1885 1885 0
f4 2294 2294 0
f5 3195 3195 0
f6 4423 4423 0
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Fig. 5. Comparison between the frequency profiles of the
benchmark and symmetric models in the vowel /O/ case.
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Fig. 6. Comparison between the frequency profiles of the
benchmark and symmetric models in the vowel /i/ case.

the symmetric model, in this case, is about 3 times
more efficient than the benchmark model.
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Fig. 7. Comparison between the frequency profiles of the Fig. 8. Comparison between the frequency profiles of the
benchmark and symmetric models in the vowel /E/ case. benchmark and symmetric models in the vowel /A/ case.
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Fig. 7. Comparison between the frequency profiles of the benchmark and symmetric models in the vowel /u/ case.

Table 3. Comparison between the formant frequencies of the benchmark and symmetric models in the vowel /E/ case.

Format
frequency

Benchmark model
[Hz]

Symmetric model
[Hz]

Error
[%]

Elapsed time (average) [sec]
EfficiencyBenchmark model Symmetric model

f1 157 157 0

513.045 155.675 3.296

f2 1955 1955 0
f3 2815 2815 0
f4 3127 3127 0
f5 3752 3752 0
f6 4690 4690 0

Table 4. Comparison between the formant frequencies of the non-symmetric and symmetric models in the vowel /A/ case.

Format
frequency

Benchmark model
[Hz]

Symmetric model
[Hz]

Error
[%]

Elapsed time (average) [sec]
EfficiencyBenchmark model Symmetric model

f1 819 819 0

674.704 210.66 3.202

f2 1638 1638 0
f3 2307 2307 0
f4 3052 3052 0
f5 4168 4168 0
f6 4764 4764 0
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Table 5. Comparison between the formant frequencies of the benchmark and symmetric models in the vowel /u/ case.

Format
frequency

Benchmark model
[Hz]

Symmetric model
[Hz]

Error
[%]

Elapsed time (average) [sec]
EfficiencyBenchmark model Symmetric model

f1 144 144 0

559.679 185.035 3.024

f2 855 855 0
f3 1924 1924 0
f4 2921 2921 0
f5 3704 3704 0
f6 3989 3989 0

Figures 7, 8, and 9 show the frequency profiles of
vowels /E/, /A/, and /u/ of the vocal tract, respec-
tively. In all these cases, the frequency profiles of the
benchmark and symmetric models overlap. Numeri-
cally measured values in Tables 3, 4, and 5 of column 4
present zero relative errors in all 6 formant frequencies
in all cases. The efficiency of our model over the bench-
mark model, as shown in Figs. 7, 8, and 9, is about 3.3,
3.2, and 3 times better, respectively.

5. Conclusions

In the proposed work, the symmetric model was
used for modeling three-dimensional waveguide model
of the vocal tract. The computational cost was greatly
reduced by employing a symmetric approach in this
work. The simulation was performed on the vowels /O/,
/i/, /E/, /A/, and /u/. By studying tables and figures,
we draw the following conclusions:

– successful implementation of the symmetric ap-
proach in the three-dimensional waveguide mod-
eling of the vocal tract was conducted;

– the formant frequencies of the symmetric model
are the same as the benchmark model;

– the frequency profiles of the current model overlap
with that of the benchmark model;

– the symmetric model is more efficient than the
benchmark model. In all the cases, the proposed
model is about 3 times more efficient than the
benchmark model.

We conclude that the symmetric model presents it-
self as a highly efficient and accurate three-dimensional
waveguide model of the vocal tract. The proposed
model provides an opportunity to efficiently investi-
gate the vocal tract’s frequency response for speech
production. We believe the symmetric model may serve
as a useful vocal tract model in speech synthesizers and
provide a new dimension for further investigations.
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Acronyms

ASCII – American Standard Code for Information Interchange,
CPT – cone penetration testing,
DSM – deep soil mixing,
FEM – finite element method,
LKD – lime kiln dust,
OPC – ordinary Portland cement,
OCR – overconsolidation ratio,
QL – quick lime,

SPT – standard penetration test,

SGI – Swedish Geotechnical Institute,
UCS – uniaxial compressive strength.

1. Introduction

1.1. Background

Stabilization of soil is a fundamental issue in civil
engineering. Prior to engineering and construction
works, weak soils should be stabilized using binders
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such as cement (Bache et al., 2022; Chen et al.,
2021; Lindh, Lemenkova, 2022f), lime (Kichou
et al., 2022; Chand, Subbarao, 2007), slag (Lindh,
Lemenkova, 2021a) or others (Mirzababaei et al.,
2018). Compared to native soil, stabilized mixture
exhibits the improved properties such as increased
strength, enhanced elastic modulus and stiffness
(Madhyannapu et al., 2010; Sundary et al., 2022),
improved liquefaction resistance (Ito et al., 1994).
Other advantages include the reduced porosity, per-
meability and shrinkage (Tonini de Araújo et al.,
2023; El-Rawi, Awad, 1981; Åhnberg, 2003), de-
creased swell potential in soils prone to freeze-thaw cy-
cles (Shihata, Baghdadi, 2001; Bin-Shafique et al.,
2011; Orakoglu et al., 2017), increased resistance
against the impacts from moisture and temperature
(Zhang et al., 2020; Kim et al., 2012). Such improved
properties make soil suitable to earthworks and ensure
the safety of constructions and civil infrastructure sys-
tems (roads, communications, tunnels, highways). This
especially concerns the high plasticity expansive clay
soils of Sweden.

Existing methods of soil stabilization can be divi-
ded into two broad categories: traditional meth-
ods of soil stabilization and evaluation of strength
(Trhlíková et al., 2012; Lindh, Lemenkova, 2022b;
Heidarizadeh et al., 2021) and advanced seismic
methods using non-destructive techniques of acousti-
cal soundings (Varma et al., 2022; Foti et al., 2002;
Lindh, Lemenkova, 2021b; Garcia-Suarez et al.,
2021). The traditional methods of evaluation of the im-
provements in the stabilized soil include the uniaxial
tests (Avci, Mollamahmutoğlu, 2016; Lapointe
et al., 2012; Xu, Yi, 2021) or triaxial (Alvarado,
Coop, 2012) using laboratory equipment which are
robust and widely applied approaches. However, they
have certain limitations and disadvantages. Firstly,
these methods are destructive, i.e., tested specimens
are crashed after the experiments. Secondly, these tests
are not applicable to be carried out on the fissured clay.
Moreover, the uniaxial compressive strength (UCS)
may be not precise for soils with the angle of shearing
resistance not equal to zero where the shear strength
is not equal to half the compressive strength. On that
basis, the use of the applied methods of data analy-
sis based on mathematical modelling (Jefferies,
2022) is better applicable for evaluation of soil cha-
racteristics.

The applied geophysical methods have been widely
used in the context of seismic and acoustical tests.
These are based on the evaluation of the velocities of
P- and S-waves penetrating the soil (Safaee et al.,
2022; Lindh, Lemenkova, 2022d, Foti, Lancel-
lotta, 2004). Other examples include the Rayleigh–
Ritz method which evaluates the free vibration char-
acteristics in the ground (Sonkar, Mittal, 2022;
Jones, 1958) or attenuation of waves through the

evaluation of vibration over time (Colombero et al.,
2015). Several experimental papers have been pub-
lished on the application of wave velocity to evalu-
ate soil parameters. Among these, Santamarina and
Cascante (1998) report on the existing relationship
between the wave propagation and the inherent prop-
erties of the materials, such as fabric, mineralogical
structure, surface roughness, size of particles and an-
gularity, which control soil strength and stiffness.

Ultrasonic and bender element tests used to mea-
sure the elastic modulus and evaluate the rigidity of
soil as the shear modulus from compression waves
are reported in (Amaral et al., 2011) with a case
of sand samples stabilized by cement. The use of the
free-free resonant column tests in combination with
the UCS tests has also proved to be applicable to the
sand-cement mixtures for measurement of the electri-
cal resistivity and mechanical properties of the sta-
bilized soil (Rusati et al., 2020). Other examples in
this category include measuring the shear wave veloc-
ity during the penetration testing (Hepton, 1989),
and determining the dynamic shear modulus of the
ground, independent of Poisson’s ratio (Abbiss, 1981).

The cone penetration testing (CPT) is an ef-
fective method of soil investigation and identifica-
tion of the subsurface conditions. Originally deve-
loped in the Netherlands in the 1930s and initially
named as the Dutch cone test (Brouwer, 2007;
McCallum, 2014), it has nowadays numerous appli-
cations in geotechnical engineering, such as prediction
of liquefaction resistance (Olsen, 2018; Fitzgerald,
Elsworth, 2012; Saye et al., 2021), evaluation of
strength (Price et al., 2016; Jamiolkowski et al.,
2003), and measuring excess pore pressure (Sully,
Campanella, 1991; Elsworth et al., 2006). Nowa-
days, CPT is one of the most used methods for mea-
surements of the geotechnical properties of soil. For
instance, the applications of CPT for estimation of de-
formation modulus of soil (Shahien, Farouk, 2013;
Benz Navarrete et al., 2022) and characterising soil
liquefaction potential by Guan et al. (2022) are worth
mentioning. The related methods include, for instance,
estimating the cone penetration resistance for analysis
of the soil compressibility (Bisht et al., 2021).

The deep soil mixing (DSM) method is an in situ
stabilization of soil in which soil is mixed with binders,
typically cementitious materials, lime, slag or simi-
lar stabilizing agents. Over the last decades, there
has been a rise in research into the DSM methods,
as a response to the appearance of novel construc-
tion practices and equipment in addition to the ex-
isting general techniques of drilling in cored boreholes
(Hepton, 2015). These are the techniques of stabi-
lizing the unsaturated expansive subsoils at the mod-
erate active depths (Madhyannapu, Puppala, 2014;
Madhyannapu et al., 2009), or settlement control in
the highway embankment (Archeewa et al., 2011).
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The cases of the reinforced embankments supported
by the DSM cement columns are presented by Lam-
brechts et al. (2012) for stability and the settlement
control, Bergado et al. (2008) with computed per-
meability and the compressibility ratio and the con-
solidation of the columns and clay, and Yapage et al.
(2014) with evaluated settlements, excess pore-water
pressures and lateral deformations in a strain-softening
behavior of the deep cement columns.

Cohesive soil with high moisture content and fine-
grained structure, such as clays, silts or loams, are
best stabilized by lime and cementitious binders. As
a result, soil has enhanced parameters which result in
the increased strength, reduced permeability and com-
pressibility. However, the engineering properties of soil
stabilized by the DSM method depend on various fac-
tors including the following ones: the original charac-
teristics of the native soil, the types and the amount of
binders, technical and operational parameters defined
by the construction types, curing time, depth, exter-
nal parameters such as temperature and moisture, and
loading conditions.

In this paper, we propose a framework of novel ap-
plications of the DSM and seismic methods to address
the problem of the evaluation of strength of the ex-
pansive clay stabilized with lime/cement columns. The
methodology includes the in-situ fieldwork and labo-
ratory based measurements and modelling. The CPT
soundings were performed in the area of the Stockholm
Norvik Port. The resistance and strength of soil in
the stabilized columns was evaluated by seismic tests.
A method of resonant frequency measurements of the
compressional wave velocities was embedded into these
tests. We applied the alternative seismic methods sup-
porting the up-hole technology of the drilling tech-
niques. This enabled to evaluate the pressure by the
S- and P-waves for lime/cement columns. We report
the results of seven columns with performed CPT prob-
ing (ACS155, ACW151, ADA147, ADC148, AEG35,
AEE356, and AEA358). We evaluated the relationship
between the P- and S-waves which showed the gain in
strength.

1.2. Objectives and goals

The background to the project is the need to cor-
rectly evaluate the quality of the lime/cement columns
in terms of strength and homogeneity in the region of
the Stockholm Norvik Port – a new deep sea port
of Sweden in the Baltic Sea. Norvik consisted of a bay
until the beginning of the 1980s, surrounded by a hilly
strip of land and a mountainous island. Nowadays, this
area is largely reconstructed for the container terminal
of the Stockholm Norvik Port. The Stockholm Norvik
Port is an important port transporting cargo in the
capital with a direct connection to other regions of
Sweden in the Baltic Sea and northern Europe. The

sustainable and efficient operation of the infrastructure
in the port modalities requires safe constructions on
the stabilized ground. Therefore, the objectives of this
work are to determine the strength properties of soil
stabilized by lime/cement columns using the CPT. The
CPT was evaluated as a test method for the stabiliza-
tion of soil prior to construction works. The practical
goal of this work is to connect the laboratory tests and
field measurements to obtain a better and safer op-
timization of the binders in terms of types and pro-
portions for soil stabilization. In the response to these
needs, the aim is to evaluate seismic methods for eva-
luating the strength of the soil, stabilized by various
binders.

2. Methods

2.1. Fieldwork

In this project, the field investigations were car-
ried out during the period of 7–10 November 2016 in
Norvik. The technical equipment included the multi-
purpose drilling rig GEORIG – Model 607 used for
soundings. The GEORIG – 607, developed by Geotech
AG, was selected as a proper instrument for drilling,
since it is equipped with all the necessary devices for
soil rock drilling, Swedish weight sounding, dynamic
sounding, standard penetration test (SPT) and CPT.
The GEORIG 607 was anchored with a screw to
achieve the sufficient holding force, Fig. 1.

Fig. 1. Process of CPT sounding in Norvik area.
Photo source: Per Lindh.

During the construction of a gas storage facility
in Nynäshamn, the bay was filled with the explosives
from the construction. The filling was carried out by
the tipping masses from several fronts, which meant
that the large volumes of clay were enclosed in the
blast-stone filling. The two large areas, northern and
southern ones, were identified and used as study areas,
filled with clay up to 30 m. Previously, several geotech-
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nical field investigations in this area were carried out
in 1982, 2008, 2010, and 2011 with technical details
reported clay properties and stabilization (Eriksson,
2015). The requirements for the lime/cement columns
in this project were set on the achieving of a mini-
mum in situ shear strength of 150 kPa after 28 days of
curing period. To ensure this, the requirement for the
laboratory packed samples is set to at least 200 kPa.
Several mixtures of the stabilized soil that contained
cement, quicklime and the lime kiln dust (LKD) met
the requirements of at least 200 kPa after 28 days of
storage. Since the in situ temperature in the columns
is partly dependent on the type and the amount of
binder, the laboratory tests differed from the fieldwork
results, especially when the laboratory cured samples
were stored at 7○C in a climate room where the cooling
is significantly greater than in in-situ conditions.

2.2. Laboratory tests

2.2.1. Test chamber

Prior to the laboratory tests, the test chamber was
well examined and documented in terms of techni-
cal conditions for natural soil collected in the Stock-
holm Norvik port. The laboratory measurements on
the stabilized soil were carried out using seismic tests
of P-wave and flexwave (shear wave) velocities that
evaluated the strength of the stabilized samples. Seis-
mic tests were carried out as a reference to the mea-
surements in the field.
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Fig. 2. Variations in water ratio, yield strength and density in natural clay over depth.

2.2.2. Determination of the material parameters

The soil stabilized in this project included natu-
ral clay with parameters reported in Figs. 2 and 3.
The overall density values vary in the range of 1.40 to
2.00 t/m3 in the depth up to 25 m (Fig. 2, right). The
values of both the natural water ratio (WN ) of soil
and the yield strength (WL) vary from 40 to 100%
(Fig. 2). The density mostly varies between 1.5 to
1.7 tons per m3. The corrected shear strength, cu-korr,
is mainly between 5 and 15 kPa and the clay is low to
medium, in terms of sensitivity.

2.2.3. Binders

Three different binders were used in this study:
1) ordinary Portland cement (OPC) of type CEM
II/A; 2) burnt lime, or quick lime (QL); 3) LKD.
These binders were selected due to their effectiveness
and applicability, as tested in previous studies (Lindh,
Lemenkova, 2022c). Using these three general types
of binders, nine combinations of the blended mixes
were fabricated and tested. The mixing quantities cor-
responded to 80, 100, and 120 kg of binder per m3

of clay. To evaluate binder combinations for stabiliza-
tion using the deep mixing method, the experimental
setup using the simplex centroid design was used fol-
lowing the existing methodology (Lindh, Lemenkova,
2022e). Hence, various percentage of the three binders
was tested in an experiment which consists of a trian-
gle with pure binders in the corners and a mixture of
two binders along the triangle’s stripes.
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Fig. 3. Shear strength and sensitivity changed over depth for the large clay area.

A combination of all the three binders was tested
experimentally inside the triangle with a total binder
content as a constant. The trial surface in a three-
factor simplex centroid is structured as a triangle with
the corners of the triangle representing 100% of one
binder and the centre of the triangle corresponds to
33% of the three different binders. The mutual ratio
between the binders varies depending on where in the
triangle the test point is located. These tests were car-
ried out according to the laboratory quality hand-
book of the Swedish Geotechnical Institute (SGI) (do-
cument 29a, rev c). Each trial point was performed as
a double trial. The points on the lower edge of the tri-
angle correspond to either a pure binder (cf., CEM
II/A or QL), or, alternatively, as a mixture of 50%
CEM II/A and 50% QL. Testing the proportions and
the amount of binders was carried out on clay collected
from the test excavation sites carried out at Norvik.

The curing times for the samples was determined
as 7, 14, 21, and 28 days with measurements of strength
performed on the reference days. Some extra specimens
were evaluated on the 80th day of curing. In addition,
extra reference tests were carried out for calibration
of seismic measurements in relation to the compressive
strength at 7 and 14 days. The experimental setup was
performed as a three factor simplex centroid with a re-
striction limitation of the LKD content which was in-
creased up to 50%. The purpose of the statistical trial
planning is to minimise the number of trials in view
of the large amount of materials that should be tested
in real conditions (dozens tons of soil) and to statis-

tically optimise the binder blends. At the same time,
the experimental planning maintains the statistical sig-
nificance and ensures that both positive and negative
interactions between the binder components are de-
tected.

2.3. Seismic tests

The natural resonance frequency (fn) is the num-
ber of oscillations per second (Hz) in a test body that
is allowed to oscillate and swing freely without damp-
ing. The lowest resonant frequency is called the fun-
damental mode. All natural resonance frequencies can
be physically related to the elastic constants, E-mo-
dulus (E) and transverse contraction number or seis-
mic velocities such as primary wave (P-wave) and sec-
ondary wave (S-wave or shear wave). For specimens
with a length twice the diameter (L/D ≥ 2), the one-
dimensional (1D) wave propagation velocity was cal-
culated using Eq. (1):

VP1D = 2Lfd, (1)

where fd is a damped resonance frequency.
Seismic measurements were performed as a res-

onance frequency measurement of the P-wave and
S-wave, Fig. 4. The advantage of the P-wave measure-
ments is that these can be carried out on the specimens
while they harden in the sleeve so that the sleeve does
not significantly affect the measurements. The disad-
vantage of measuring the P-wave is that it is strongly
affected when soil becomes saturated with water, when
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Sr goes towards one. When soil is saturated with wa-
ter, the measurement of P-wave velocity of soil sample
is affected by the included water for which the P-wave
velocity is about 1500 m/s. Necessarily, this may lead
to the incorrect and biased results. However, this bias
is not significant in the laboratory-made specimens,
because these cannot be saturated with water without
a very high pressure.

Measuring the shear wave instead enables to solve
this problem in cases when it is not affected by high
water saturation levels. However, the measurement of
the true shear wave is more difficult with a free-free
resonant column setup. A common way to evaluate
a shear wave, although not entirely accurate, is to mea-
sure the bending mode, i.e., flex mode or transverse
mode (Verástegui-Flores et al., 2015). According
to this approach, the shear wave velocity is under-
estimated by approximately 5% for a specimen with
a slenderness factor of 2 (where slenderness is a ratio
of length/diameter) and a = 0.2. The setup for mea-
suring the flex mode is shown in Fig. 4.

a)

b)

Fig. 4. Setup of test measurements: a) P-wave frequency
of a sample body by a free-resonance column approach;
b) flex wave frequency (ff ) of a sample body using a free

resonance frequency of column.

The evaluation of the shear wave velocity is calcu-
lated according to Eq. (2):

Vs = 2Lff . (2)

To measure true shear waves in a laboratory, it
is necessary to use bending elements. However, this
methodology is cumbersome and requires a long time.
To solve this problem, a new methodology has been
tried at the SGI to evaluate the torsional mode aimed
at a better calculation of the shear wave, Fig. 5. How-
ever, this approach is not yet sufficiently tested and
should be verified with more measurements and ana-
lysis using the finite element method (FEM) to check
that the correct mode is evaluated.

Fig. 5. Sketch of the experimental setup for measuring tor-
sion mode according to the free-free resonance column prin-

ciple.

To evaluate how both the P-wave velocity and shear
strength develop with time, reference soil samples were
fabricated. The reference samples consisted of a stan-
dard recipe consisting of 50% OPC and 50% QL. The
advantage of the use of P-wave velocity in the labo-
ratory tests is that it can also be measured on soil
specimens stored in sleeves. However, in such case, the
length of the sleeves must be equal to the length of
the sample. Otherwise, the resonance frequency of the
sleeve is measured additionally, which biases the re-
sults. The binder quantities were chosen correspond-
ing to 80, 100, and 120 kg/m3. After 7 days of curing,
the P-wave velocity and shear strength were evaluated
on the two samples with each binder quantity. This
was repeated on days 14, 21, 28, and 80, respectively.
This type of correlation has previously been used for
the surface-stabilized specimens and indicated robust
results (Lindh, Lemenkova, 2022a). The choice of
80 days was based on the degree days to compare with
the 28 day strength of samples stored at 20○C. A better
procedure would have been to use maturity numbers
(MT ) instead of the degree days.

2.4. Seismic CPT

The CPT probe is performed according to the stan-
dard SS-EN ISO 22476-1:2012 for subsurface explo-
ration. The reason for using seismic CPT is that in
this method, a peak pressure and both seismic val-
ues obtained from the P-wave (compression wave)
and S-wave (shear wave) are evaluated. During the
CPT probing, a cylindrical probe with a cross-sectional
area of 1000 mm2 is driven, where the probe has a tip
angle of 60○. The pushing of the instrumented cone
into the ground was performed at a continuous rate of
2.0 cm/s. During the CPT, the force required to drive
the probe down was measured by the mechanical mea-
surements to evaluate the penetration resistance of soil
when pushing a cone with a conical tip into the soil.
The casing friction was measured through a backlash
coupling, to distinguish it from the tip pressure. The
pore pressure generated during the pushing was mea-
sured using a filter system located behind the probe
tip, and the friction force gauge was used to measure
the friction ratio between the sleeve friction and the



P. Lindh, P. Lemenkova – Ultrasonic P- and S-Wave Reflection and CPT Soundings. . . 331

tip resistance, which was measured as a percentage,
see the scheme in Fig. 6.

Sealing (against dirt)

Sealing (against dirt)

Total area AT = 1000 mm2

As = 15000 mm2

d = 35.7 mm

Netto area AN

a = AN /AT 

b = (AL  – AU )/As 

qc = Fc /AT 

qt = Ftip /AT = qc + u2 (1 – a)
fs = Fs /As 

ft = FJacket /As = fs – (u2AL – u3AU)/As

AL

Fc

Ftip

uu

AU

u2

FJacket

u2

u3 u3

0-rings

0-rings

FilterFilter

Friction sleeve

Force gauge tip (Fc)

Friction force gauge (Fs)

Pore pressure gauge (u)

Fig. 6. Schematic diagram of the composition of a CPT
probe. Modified after: SGI Information 15.

During the tests, the tip resistance (MPa) is
recorded as a force required to push the tip of the cone
through soil. It is determined as the force per unit area
obtained by dividing the measured force by the cross-
sectional area of the tip. This peak pressure is denoted
as qc if the pore pressure is not taken into account and
qt if the value is corrected taking into account error
sources from the effects of the soil pores. In a spe-
cial case, when u ≈ 0 or is negligible, qc becomes qt.
The CPT probe is reported and registered in standard
protocols using Conrad software, as shown in Fig. 16.
The sounding was carried out following the traditional
methods of the CPT sounding. The specifics of the
fieldwork is that at the depth where seismic measure-
ments were carried out, the CPT sounding was paused,
while the P- and S-wave measurements started.

The measurements used a sledgehammer which was
connected with an earth cable to the measuring equip-
ment to generate shear and compression waves. At
the start of seismic measurements, the problems arose
with the signal, which could be traced to motor vi-
brations and transmission between the drill chuck and
drill steel. This was resolved by releasing the drill chuck
and shutting down the motor of the drill track car-
riage. The CPT soundings were not performed at the
centre of the columns, to avoid the disturbances at
the centre arising from the column installation itself.

The Seismic CPT included the measurements of
shear and compression waves, in addition to the regu-
lar CPT soundings. The measurements were performed
using a series-connected device that was placed be-
tween the CPT probe and the probing rods. The mea-
surements were performed by stopping the CPT probe
at the required level of 25 m. Alternatively, the sys-
tems with continuous measurements can also be used.
In such cases, measurements should be stopped after
splicing the bars.

There are two different principles of seismic mea-
surements.

The first principle is based on the two rounds
of accelerometers (A1 and A2) with a fixed distance
between them, Fig. 7a. The accelerometers measure
the x-, y-, and z-directions, where y-direction identi-
fies the pitch. This principle calculates the penetration
speed based on the time measurement between the first
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Fig. 7. Schematic diagram of a seismic CPT probe with:
a) dual accelerometers; b) one accelerometer.
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wave propagation to accelerometers 1 and 2. There-
fore, this method is sometimes referred to as “true-
time”, since the fixed distance between the accelerome-
ters provides a safer determination of the time diffe-
rence and thus a precise determination of the ground
running speed, Fig. 7a. As the distance between the ac-
celerometers is constant, the speed can be calculated
directly.

The second principle is based on carrying out the
measurements with only one set of the accelerome-
ters with registration in three directions (x, y, and z).
The measurement is first performed at one level, after
which the CPT probing continues and a new measure-
ment is performed at the next level, Fig. 7b. In this
case, the accelerometer measures signals in the x-, y-,
and z-directions, where y-direction identifies the pitch.
This method is often called “pseudo-time”, as the dis-
tance is based on the two different measurements where
the difference in depth is taken from the CPT log-
ging. First, a depth measurement d1 is performed, af-
ter which the probe is pressed down to the depth d2
to continue with the next measurement, Fig. 7b.

An alternative to the above is to combine the lime-
stone probe with the seismic CPT approach. In cases
where a more reliable determination of the soil proper-
ties is needed, we recommend the application of these
alternatives. An alternative to using the seismic CPT
is the up hole technique for quality control of the lime/
cement columns. This methodology involves the in-
stallation of the pipe in or near the centre of the
column which means that the pipe is installed using
lime/cement column machine. Such technology was de-
veloped for installation of the measuring pipes and
reported in previous investigations of the SGI in SD
Technical Report 35. This can be a good solution to
quick and easy installation of the pipes for drilling.

After the initial hardening of soil specimens, the
measurements of soil strength were performed using
the following techniques. On the top of the lime/ce-
ment column, four accelerometers were installed, po-
sitioned with a 90○ angle between the accelerometers.
The test included the evaluation of the P- and S-wave
sources which were lowered into the pipe to the target
depth, after which the probe was clamped as a “packer”,
the waves were excited and their velocity was mea-
sured, Fig. 8. The experiment was repeated in the di-
rections where the accelerometers are placed. After the
measurements are finished on one level, the probe is
moved up to the next level, where the measurements
continued in an iterative manner.

The advantage of this method is that it ensures
a good contact between the columns and the ac-
celerometers. Besides, the excitation wave and the lo-
cation of the seismic source are very well defined. More-
over, an additional advantage is that the measurements
can be carried out by one person without costs for
drilling rigs, which significantly decreases the financial

z

x

Accelerometers

Seismic
source

Fig. 8. Schematic sketch of the “up hole” measurements
of the lime/cement column.

costs in the project. However, there are also some dis-
advantages of this method which should be mentioned.
The quality of the columns is usually the worst at the
top. This can be solved either by excavating the top
or by attaching the accelerometers at a deeper level.
Another disadvantage compared to the seismic CPT is
that it is necessary to decide in advance which columns
are to be measured. Therefore, in order to obtain a di-
rect comparison with the limestone probe, a slotted
pipe can be used for the up hole measurements, after
which a normal test with the limestone probe is carried
out.

2.5. Shear strength evaluation from CPT

The evaluation of the CPT probe has been per-
formed using Conrad software, version 3.1. In a fine-
grained soil, shear strength is primarily evaluated as
the net peak pressure. An alternative method for clays
is to use the generated pore overpressure. The em-
pirical relationships developed for the conditions of
Swedish soil are based on the evaluated dataset con-
taining field measurements and laboratory data from
a variety of soil types collected in Sweden. For nat-
ural clay soil, the relationship between the net peak
pressure and shear strength is sensitive to the yield
strength of soil (WL) and to some extent also to the
degree of the overconsolidation ratio (OCR), which is
described according to Eq. (3):

cu =
qt − σν0

13.4 + 6.65WL
(
OCR
1.3

)

−0.2

. (3)

In cases where values of the yield strength of clay
are missing, Eq. (4) is used instead:

cu ≈
qt − σν0

Nkt
, (4)
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where Nkt (empirical confactor) is set to 16.3 for clay.
In the Conrad evaluation software, Nkt is denoted
by N11. For a binder-stabilized soil, there is not the
same amount of the empirical evidence and therefore,
not much literature about which value of Nkt should
be used. There are recommendations that Nkt val-
ues should be set between 17–20 for a stabilized soil
(Larsson, 2017; Makusa et al., 2014). Furthermore,
there are limitations in evaluation of the firmness in
different layers of highly layered soil, because the tip
pressure is affected from the above as the underlying
layer at a distance of 5 to 20 times tip diameters. To
evaluate a firmer layer in a loose soil using this method,
the thickness of the layer should be between 4.4–4.7 m.
In the opposite case, with a looser layer in a firmer
soil, the thickness of soil layer should be between 0.2
to 0.4 m. This means that the diapason of weakness in
a lime/cement column can easily be missed in the CPT
evaluation. This becomes the most important issue for
the evaluation of a lime/cement column reinforcement
in the shear zone.

In a binder-stabilized soil, the pozzolanic reactions
take place and continue for many months, therefore
the properties of the stabilized soil (texture, struc-
ture, strength, etc.) partly change over time. For in-
stance, change in the texture of clay is based on the
exchange of ions in the clay and change in the water
ratio. The ion exchange is described by the lyotropic
series:

Li+ < Na+ < H+
< K+

< NH+
4 ≪Mg++ < Ca++ ≪ Al+++.

The change in the structure of the clay mineral is
shown in Fig. 9.

Fig. 9. Change in texture and water-holding of clay as it
moves from a sodium saturated system to a calcium-satu-

rated system.

Thus, the stabilized clay has a change in plasticity,
yield strength, and other parameters. The degree of
change depends both on the type of clay mineral and
on the type of binder. The changes in the structure of
the stabilized clay mean that the empirical relation-
ships that exist between the tip pressure and shear
strength of the original non-stabilised clay differ for
a stabilized clay. To evaluate samples cured at different
temperatures, soil specimens can be compared between
laboratory-processed samples cured in climate rooms
at 7○C and those fabricated in situ under the differ-

ent temperature conditions. In this case, the maturity
number MT is defined according to Eq. (5):

MT = [20 + (T − 20) ×K]
2
×
√
t, (5)

where T – temperature (○C), t – time (days), K –
material-dependent empirical constant. The material-
dependent empirical constantK is calculated by curing
samples at different temperatures, e.g., 7○C and 20○C.
The samples were then measured with the resonance
frequency measurement at different time intervals. The
results from the seismic measurements were used to fit
the curves so that they coincide, i.e., different values
of K are used, after which the curves are compared.
A common value of K accepted in this study is 0.5,
although literature has also shown K ≈ 1 (Åhnberg,
Holm, 1987).

3. Results and discussion

3.1. Results of the lime/cement column recipes

3.1.1. Strength determination

In the testing of binder combinations, a referen-
ce recipe of the OPC CEM II/A and QL were used
in a mutual ratio of 50/50%. The evaluated shear
strength for reference samples at different curing times
is reported in Fig. 10. Here the quantities of binders
represented 80, 100, and 120 kg of binders per m3 of
clay. The samples were stored in a climate room with
a temperature of 7○C. The results show the higher
strength in the samples stabilized with 120 kg of bin-
ders per m3 of clay, while the lowest values for the
80 kg of binder. Thus, on the 80th day of stabilization,
the highest values of shear strength reached 430, 445,
and 465 kPa for soil mixtures stabilized with 80, 100, and
120 kg of binders, respectively. This indicates that
the amount of binders directly affects the strength of
soil in the final output.

Curing time [days, by 7°C]
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th

 [k
Pa

]

Fig. 10. Shear strength as a function of curing time for test
specimens stabilized by a combination of CEM II/A and

burned lime (50/50).
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In order to evaluate the effects of different combina-
tions of binders on shear strength of the stabilized soil
material, a test setup was used supported by Pareto
diagrams, Fig. 11. The Pareto chart shows the effect of
the different components of binders on the stabilization
results with the achieved significance value p = 0.05.
For a binder amount at 80 kg/m3, the results show
a clear positive interaction between various compo-
nents (OPC, QL, and LKD) in a binder combination,
Fig. 11. The direct and positive interaction means that
binder components generate a higher strength than can
be expected from a linear regression between the effects
of the individual binders. The model has an explana-
tion rate of 95%, i.e., it explains 95% of the variations
in shear strength. The setup of test for binder amount
of 100 kg/m3 clay contains an extended number of
tests. For comparison with other amounts of binders,
the analysis was performed with the same number of
trial points as for 80 and 120 kg of binders, respec-
tively. The results of this analysis show a lower positive
interaction between the binders. However, this should
be compared with the result from the analysis of the
extended trials. In a trial setup with more internal trial
points, the resolution increases, and the degree of the
explanation rate of the model increases as well, from
95% to 97.5%. The extended model shows a greater in-
teraction between various binder components for a mix
amount corresponding to 120 kg of binder per m3

of clay. At this mix amount, the positive interaction of
the binder components was insignificant. The degree
of explanation of the response surface, according to
the Response Surface Methodology (RSM) (Myers,
Montgomery, 1995; Montgomery, 1996) was 98%.

Pareto chart, standardized pseudo-comps; variable: cu [kPa]
3 factor mixture design; mixture total = 1, 18 runs

DV: cu [kPa]; MS residual = 181.932 

Standardized effect estimate [absolute values]
p = 0.05

Fig. 11. Pareto chart showing the effects of binders on soil
stabilization with the significance level 0.05 for a mixture

of 80 kg of binders per m3 of soil.

3.1.2. Seismic measurements

Seismic measurements included the evaluation of
the velocity of P-waves, according to the resonance
frequency method. The P-wave is an axial wave pass-

ing through the cylindrical specimen. In this case,
the P-wave was correlated against the shear strength
of the stabilized soil specimens. For the dimensioning of
the lime/cement columns, the values of shear strength
of the material were used. Various binder recipes were
assessed for shear strength of soil specimens obtained
after a certain curing time. The connection between the
P-wave velocity and the compressive strength is indi-
rect and material-dependent, i.e., based on the compo-
sition of the soil material. A correlation between the
S-wave velocity and shear strength of the stabilized soil
is reported in Fig. 12a.
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Fig. 12. Shear strength as a function of: a) S-wave speed for
stabilized clay from Norvik; b) P-wave rate for stabilized

Norvik samples.

Here, the shear wave velocity is adjusted according
to Eqs. (6) and (7) (Verástegui-Flores et al., 2015):

τfu = 0.0424 × Vs
1.462, (6)

τfu = 0.0021 × Vs
1.9244. (7)

Here Eq. (6) comes from a reference data using Re-
port 35, and Eq. (7) comes from the data investigation
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using stabilized clay from Norvik. The results from the
above measurements can be used for the shear strength
prediction based on measured P- and S-wave veloci-
ties from the in situ measurements, e.g., with down
hole measurements. For the Norvik project, the major
measurements were the P-waves where a correlation
between the P-wave velocity and the shear strength
of the soil samples was evaluated and presented in
Fig. 12b. The relationship between the P-wave and
shear strength corresponds to Eq. (8):

τfu = 0.0004 × Vp
2.0497. (8)

To make a correct comparison between the differ-
ent stabilized soil samples solidified with varying cur-
ing ages, the ambient temperature was taken into ac-
count. Thus, in the laboratory tests, the specimens
were stored in the climate rooms with a constant tem-
perature maintained at 7○C, where exothermic energy
from specimens is cooled away, which affected strength
development in soil. In contrast, the temperature in the
field is significantly higher due to the less effects from
cooling.

The temperature in the field also depends on the
amount and type of binder. The comparison between
the samples hardened at different temperatures is most
appropriately done using the maturity numbers. In
Fig. 13, the P-path measurements are reported as
a function of curing time and recalculated to the ma-
turity numbers on soil samples cured in 7 and 20○C.
In the calculation of the maturity rate (Eq. (5)), the
K factor was set to 0.55 by the empirical fitting. Figu-
re 13 shows the differences in the evaluated strength
between the samples cured in the laboratory conditions
with those from the in-situ field measurements before
the final strength is achieved. In the Norvik project,
no temperature measurements were carried out in the
field. The degree days were used as measurement pa-
rameters of curing progress of soil hardening to replace
the maturity numbers.

Table 1. Compilation of data from probed columns.

Column
ID

Top
level
of

column

Bottom
level
of

column

Stabilized
column length
for binder

LC/SC 50 kg

Drilling
below
column
[m]

Average
binder
content
[kg/m]

Lifting
speed
[mm/

revolution]

Production
date

SCPT
date

Curing
time
[days]

ACS155 −0.9 −25.1 24.2 0.8 51.0 20 2016.10.12 2016.11.08 26
ACW151 −0.7 −24.2 23.5 0.8 50.3 20 2016.10.11 2016.11.08 28
ADA147 −0.7 −24.2 23.5 0.8 50.2 20 2016.10.10 2016.11.08 28
ADC148 −0.6 −24.2 23.6 0.8 50.0 20 2016.10.10 2016.11.09 29
AEA358 0.1 −12.0 12.1 0.8 50.5 20 2016.10.31 2016.11.09 9
AEG35 −0.5 −11.5 11.0 0.8 51.1 20 2016.09.19 2016.11.07 49
AEE356 – – – – – – – 2016.11.10 –
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Fig. 13. P-wave rate as a function of: a) the curing time;
b) the maturity number (MT ).

3.2. CPT soundings

The results from the CPT soundings are reported in
Figs. 17–22. In total, 7 different lime/cement columns
with a varying curing age between 9 days and 49 days
were examined. The data for the investigated columns
are summarised in Table 1. Here the drilling below
the column refers to the penetration level of the tool,
which is 0.8 meters below the stabilised part. This is
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due to the fact that the mixing tool releases the bin-
der above the bottom of the tool and normally it is not
as much as 0.8 meters. The rise indicates the lifting, or
the ascend speed of the tool for each revolution while
drilling cycle.

Since there are significant uncertainties related to
the evaluation of shear strength of the stabilized soil
based on the peak pressure or the pore pressure eval-
uated from the CPT sounding, this study includes
the comparison of the standardised values between the
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[Fig. 14a-f]

peak pressure qc and standardised results from seismic
measurements. The normalisation was carried out by
dividing the results by the largest value. Seismic mea-
surements were recorded in the three lines, of which
x- and y-lines represent shear wave measurements and
z-line represent the compression wave measurements.
The evaluations are reported in Figs. 17–22.

The measured parameters for the lime/cement co-
lumns are reported in Fig. 14. The results show a large
variation and a very low tip resistance at the depth



P. Lindh, P. Lemenkova – Ultrasonic P- and S-Wave Reflection and CPT Soundings. . . 337

g)

D
ep

th
 [m

]

Peak pressure qt [MPa] Friction ft [kPa] Pore pressure u, uo, ∆u [kPa] Friction ratio Rft [%] Pore pressure parameter Bq Slope [°]

Fig. 14. Evaluated results from the CPT probing of the lime/cement columns (start and end depths of the seven test
columns): a) ACS155 (2.00–10.22 m); b) ACW151 (2.00–13.50 m); c) ADA147 (2.00–12.50 m); d) ADC148 (2.00–12.98 m);

e) AEG35 (2.00–12.62 m); f) AEE356 (2.00–7.48 m); g) AEA358 (2.00–14.56 m).

between 2 and 2.5 m below the ground surface, after
which the tip pressure increases up to about 10 MPa
at the level of 3.5 m. Between 5 and 8 m, the peak
pressure reaches values of 1–3 MPa; at 8 m of depth it
rises steeply to over 10 MPa. The sounding was inter-
rupted at the depth of 10 m due to the stop caused by
a high tip pressure. The measured friction shows the
consistent results, although with some delay at the end
of the probe. The results from seismic measurements
show a good agreement between the shear waves in the
x- and y-directions.

However, the high peak pressure around the level
of 3.5 m is not achieved. The compression wave shows
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[Fig. 15ab]

a better agreement with the peak pressure and the
evaluated P-wave velocities for various columns, see
Fig. 15. The P-wave velocity down to the level of 7 m
is within the compression wave velocities measured in
the laboratory, see Fig. 17a and Fig. 12b. The values
are, however, quite high, especially considering that
the curing age of the column at the time of probing
was only 26 days.

The measured shear wave speed for the columns
is reported in Figs. 17 to 22 for various directions.
The graph shows the results from the evaluated shear
wave excited from both right and left in x -direction,
the means of signals. The results show generally low
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Fig. 15. Normalized peak pressure, S-wave and P-wave for the lime/cement columns: a) ACS155; b) ACW151; c) ADA147;
d) ADC148; e) AEA358; f) AEG35
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Table 2. Table showing evaluated results from seismic CPT for column ACS155.

Depth
[m]

P-wave
[m/s]

Ext. cu
from P-wave

[kPa]

S-wave,
x-dir.
[m/s]

S-wave,
y-dir.
[m/s]

S-wave mean
[m/s]

Ext. cu
from S-wave

[kPa]
2.25 852 406 98.94 105.27 102.11 15
2.75 877 431 121.06 115.52 118.29 20
3.25 739 303 123.13 122.65 122.89 22
3.75 766 326 127.60 125.87 126.74 23
4.25 785 343 123.17 135.54 129.36 24
4.75 620 212 149.97 158.20 149.09 32
5.25 507 140 144.83 194.82 169.83 41
5.75 410 91 152.01 200.14 176.08 44
6.25 284 43 194.30 276.78 235.54 77
6.75 750 313 245.61 274.35 259.98 93
7.25 1395 1115 280.15 383.49 331.82 149
7.75 1427 1169 325.17 488.08 406.63 220

shear wave velocities. Table 2 shows P- and S-wave
velocities for column ACS155. The table also contains
calculated shear strength values based on the correla-
tion determined in the laboratory. It is clear that the
soil strength evaluated using P-wave measurements is
relatively high with values above the actual strength,
while strength evaluated using S-wave measurements
shows values clearly below the expected results. Down
to a depth of 6 m, the evaluated strength values are
only slightly above the initial strength values of na-
tural clay. Figure 14 shows the results of testing var-
ious columns. These results in the column ACS155
(Fig. 14a) indicate a significant difference compared
to a probing in natural clay, cf., Fig. 14f in the col-
umn AEE356. The results from the probing of column
ACS155 indicate that based on the seismic CPT sound-
ing, the soil has been reinforced with a very solid part
around 3.5 m below the ground surface.

The evaluated CPT sounding for the column
ACW151 is reported in Fig. 14b. The peak pressure
varies from <0.5 MPa to >4 MPa. This may appear to
be low for a column that was cured during 28 days
at the time of probing. For the column ACW151, the
standardised values between the peak pressure, P- and
S-wave show rather poor agreement, see Fig. 15b. The
evaluated S-wave here gives a fairly good agreement
between the x- and y-directions, but does not fol-
low the results from the peak pressure. The highest
evaluated P-wave velocity is almost 5000 m/s, which
is in parity with the velocities in steel columns. The
probing results from the CPT of the column ADA147
are reported in Fig. 14c. Here the tip pressure varies
from about 0.5 MPa up to over 6 MPa. This shows
a very large variation in strength and indicates diffi-
culties in assessing the strength of a column based on
the CPT. Figure 15c shows the standardised values for

the column ADA147. The shear wave velocities show
low strength values, Fig. 21. Seismic testing gives bulk
modulus values which do not have large variations in
the peak pressure but rather an average value. The cor-
relation between the peak pressure and shear wave ve-
locities is low. The evaluated compression wave speed
shows values above 2000 m/s.

The column ADC148 also shows large variations
in the measured tip pressure. The CPT appears to
have exited the column about 9 m below the ground
surface, Fig. 14d. This column shows an abnormally
large difference in the shear wave between the values
measured in x-direction and y-direction. Neither the
S- nor P-wave velocities show a good agreement with
the tip resistance, Fig. 15d. The P-wave velocities here
vary between 1000 and 2000 m/s which does not re-
flect the expected strength. The sounding result from
the column AEA358 shows a similar pattern to the
other columns, Fig. 14g. The peak pressure here shows
very low values at 7.5 m of depth. The evaluated shear
wave velocities here give the credible values of shear
strength, c.m.f., Fig. 20, but does not reflect the varia-
tion in the peak pressure, Fig. 15e. The test results for
column AEG35 are reported in Fig. 14e. This sounding
also shows large variations in the tip pressure, which
makes it difficult to find a connection between the CPT
sounding results and the shear wave velocities, Fig. 15f.

4. Conclusion

The laboratory testing showed a high repeatabil-
ity between the trials of seismic measurements. The
variation in values of the compressive strength and
shear strength slightly increased during the period of
soil stabilization and increased strength of soil. This
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is explained by minor defects and inaccuracies in the
test specimens which have a greater effect on strength
and result in higher resistance. The results from the
field tests show large variations in the tip resistance,
but also large variations in shear and compression wave
velocities. These results were partly expected but the
hypothesis was to find the same trends in the peak
pressure and in seismic results. At the seismic CPT,
there are several uncertainty factors regarding the seis-
mic measurements which will be investigated in further
steps of research. These include the question of how
the generated S- and P-waves are transmitted to the
column and whether there are cross signals originat-
ing from other sources of vibration. Further, the issues
include the investigation of how well shear and com-
pression waves are generated at greater depths, and
to precise the position of probe within the column.

Seismic CPT has many advantages over the tradi-
tional CPT. To ensure that the CPT probe is in the
column, a resistivity CPT can be connected there be-
cause the stabilized soil has a much lower resistivity
due to free ions. One of the great advantages of seis-
mic CPT is that it enables to measure the compres-
sive strength and to apply seismic measurements as
determination of the P- and S-wave velocities. Another
important parameter for seismic CPT is the financial
costs of the works and technical equipment. Here, both
a drilling rig and a special expensive equipment are re-
quired. This results in the fact that this method is
currently quite time-consuming and financially costly.
By using a better signal source in seismic methods,
some of the disadvantages of the methods can be elim-
inated. Therefore, this methodology can be a way to
evaluate the effects of the lime/cement columns but
cannot compete in terms of cost with the limestone
column probes.
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Appendix A. An example of the protocol
evaluated using Conrad v.3.1
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Fig. 16. Protocol with standard scales evaluated using Con-
rad software, version 3.1.
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Appendix B. Supplementary material

a) Borehole: AEG35, x-direction – mean signal b) Borehole: AEG35, y-direction – mean signal
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Fig. 17. Signals for AEG35 column.

a) Borehole: ADC148, x-direction – mean signal b) Borehole: ADC148, y-direction – mean signal
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c) Borehole: ADC148, z-direction – p-signal
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Fig. 18. Signals for ADC148 column.
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a) Borehole: ACS155, x-direction – mean signal b) Borehole: ACS155, y-direction – mean signal
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Fig. 19. Signals for ACS155 column.

a) Borehole: AEA358, x-direction – mean signal b) Borehole: AEA358, y-direction – mean signal
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Fig. 20. Signals for AEA358 column.
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a) Borehole: ADA147, x-direction – mean signal b) Borehole: ADA147, y-direction – mean signal
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Fig. 21. Signals for ADA147 column.

a) Borehole: ACW151, x-direction – mean signal b) Borehole: ACW151, y-direction – mean signal
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c) Borehole: ACW151, z-direction – p-signal
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Fig. 22. Signals for ACW151 column.
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Small boats, possessing outboard engines, are widely used in tourism and mammal watching within marine
protected areas. Noise generated by this type of vessels has the capacity to negatively affect marine fauna,
especially marine mammals, which use sound throughout all the phases of their lives. These tourism boats used
in mammal watching may use different propulsion systems, such as gas, diesel or electric engines. To characterize
underwater noise emitted by this type of vessels becomes relevant not only when assessing the acoustic impact
produced by these different propulsion systems over the marine fauna living inside these protected marine
areas, but also when determining which one produces the least impact. A comparative study of underwater
noise emissions coming from small touristic boats was made in this study. Boats were similar in capacity
and functions, although possessing different propulsion systems. Measurements were made on two boats with
a 50 Hp internal combustion engine and one 5 Hp electric boat. These boats were selected to be studied because
they have practically the same size, possess the same passenger-capacity and are used to make similar jobs and
routes inside the protected area where they are operated. The electric boat showed a considerable decrease in
underwater noise emissions, especially in low frequencies. This boat will produce a lower accumulated exposition
of the fauna to the noise or will allow a closer approach to the observed species. Measurements were made
between September 2018 and January 2020.
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1. Introduction

From all the different types of existing anthro-
pogenic underwater noise, the most commonly found
worldwide is that produced by vessels, which has the
potential to negatively affect marine organisms. In Eu-
rope, efforts to monitor and manage acoustic contam-
ination by vessels are included in the Marine Strategy
Framework Directive, MSFD, and its descriptor 11.2
(Commission of the European Communities, 2008),
which forces member states to guarantee that under-
water noise levels will not exceed those thresholds that
endanger the Good Environmental Status (GES) of EU
waters (European Commission, 2017).

Underwater noise emitted by a vessel mainly de-
pends on its size, on the engine power and on its speed

(Grelowska et al., 2013; Santos-Domínguez et al.,
2016; Klauson, Mustonen, 2017). Vessels possess
different types of noise sources, where the relative
acoustic intensity emitted by these noise sources de-
pends on the type of vessel and their velocity (Abra-
hamsen, 2012).

In Valdivia, a city located in the south of Chile, in
South America, there is an estuary and a marine pro-
tected area inside this estuary, very much visited by
tourists, mainly through small boats powered by in-
ternal combustion outboard engines. This type of boat
is the most commonly used inside Chilean marine pro-
tected areas, where touristic activities of marine mam-
mal watching are carried out. Boats powered by elec-
tric motors were included in this activity. The goal of
introducing this type of motors was to use touristic
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boats more friendly towards the environment, thus di-
minishing water contamination by wastes left by inter-
nal combustion engines and airborne noise emissions,
which have almost completely disappeared with this
type of motor. Regarding underwater noise emissions,
the answer whether a boat with an electric motor is
more silent than another similar boat with an internal
combustion engine is not simple.

As small boats, with passenger capacity between 10
and 20 persons, are widely used in tourism and mam-
mal watching within Chilean marine protected areas,
to characterize the underwater noise produced by this
type of boats is very important for the evaluation of
the impact that the different types of vessels may pro-
duce over the marine fauna existing inside these marine
protected areas.

There is little available information on the under-
water noise level emitted by small boats as well as on
the difference in the noise level emitted by the different
types of engines used by small boats, such as electric
motors and internal combustion engines.

Due to the above, it was established as an objective
for this work to carry out a comparative study of un-
derwater noise emissions, generated by small tourist
boats with different propulsion systems. Two boats
with an internal combustion engine and one with an
electric motor were subjected to studies. Through the
results of this noise emissions study, decisions on
the type of vessel that should be used in marine mam-
mal watching tourism in marine protected areas can
be made.

These three boats were chosen for this study since
they are considered as similar and appropriate to be
compared. This is because they have almost the same
size, bearing the same passengers capacity and are used
to perform similar routes and duties inside the estu-
ary. The Chilean Navy Port Authorities classify these
three vessels as “small”. Worth remembering is that
the efficiency of internal combustion engines is under
50%, whereas that of an electric engine is about 90%
(Ekdahl Espinoza, 2014).

2. Underwater noise impact

Anthropogenic underwater noise has increased its
presence in the oceans and coasts due to intensification
in human activity (Andrew et al., 2022; McDonald
et al., 2006; Ross, 2005), thus increasing existing con-
cern about its impact over marine life (Tyack, 2008;
Kunc et al., 2016).

Marine mammals have evolved exploiting water ca-
pacity to transmit sound waves through long distances
and with low absorption. This efficiency is not the
same for electromagnetic waves such as light, which are
rapidly attenuated (Grelowska, Kozaczka, 2014;
Urick, 1996; Kinsler et al., 1999). This is why ma-
rine mammals, especially cetaceans, use mainly sound,

more than any other signal to perceive their sur-
rounding and interact with it (Tavolga, 1965; 1971;
Hawkins, Myrberg, 1983).

Marine mammals use principally their auditory sys-
tem for sailing, feeding, distance calculation, commu-
nicating, hunting, socializing, etc., since this is their
sense possessing a broader range (Richardson et al.,
1995; Tyack, 2000).

This is why noise generated by human beings under
the water has the capacity to negatively affect marine
fauna, especially cetaceans, which use sound through-
out their life phases. These negative effects can range
from physiological stress, behavior changes, masking,
temporal hearing loss, permanent hearing loss and
death (McCauley et al., 2003; Wysocki et al., 2006;
Wright et al., 2007). A little longer than a decade
ago, the first scientific guide about maximum limits
of underwater noise exposition was published; it was
targeted at avoiding the occurrence of hearing impair-
ment, both temporal (TTS) and permanent (PTS) as
well, in marine animals exposed to it (Southall et al.,
2007). Other new guides have been updating these ex-
position limits according to advances in research about
noise impact on marine mammals (National Marine
Fisheries Service [NMFS], 2016; 2018; Erbe et al.,
2016).

3. Noise sources in vessels

Noise sources in ships may be grouped into three
categories: machinery noise, propeller noise and hydro-
dynamic noise (Urick, 1996).

Machinery noise is originated as a mechanical vi-
bration of the different parts of the propulsion system
and auxiliary machinery of a ship, which is transmitted
to water through the hull. This type of noise is present
in ships with rigid mount diesel engines and are orig-
inated in hydraulic systems, compressors, generators,
shafts and gears, which transmit not only their vibra-
tion, but also their airborne noise transmitted to the
environment through the ship hull. This type of rotary
motion machine with a determined number of revo-
lutions per minutes (rpm) produces a noise spectrum
dominated by tonal components of the fundamental
frequency and harmonics corresponding to rpm of the
rotary movements of machines.

The main source of propeller noise is the cavita-
tion noise induced by the propeller rotation. When the
propeller rotates in the water, areas of low pressure
are generated, both at the tip and on the surface of the
propeller blade. If this negative pressure is low enough,
a change in the water phase is produced, thus generat-
ing hundreds of tiny air bubbles, which rapidly implode
or collapse after moving away and due to high increase
in pressure, hence generating a strong impulsive noise.

Consisting of a big number of random implosions
produced by the collapse of gas bubbles, the cavita-



A. Yori – Field Study on Underwater Noise Emitted by Small Tourist Boats. . . 349

tion noise possesses a uniform frequency spectrum.
The spectrum (due to the propeller cavitation) has
a negative slope in high frequencies of −6 dB/octave
and a positive slope of 6 dB/octave in low frequen-
cies. There is a peak in the spectrum located between
100 Hz and 1000 Hz for big vessels. The peak ampli-
tude and its position in the frequency axis change with
the vessel velocity. The spectrum amplitude increases
as velocity increases; whereas the peak frequency de-
creases as velocity increases. There is a velocity from
which the phenomenon of cavitation starts. The level
of cavitation noise increases from this critical velocity.

Moreover, the passage of water through the pro-
peller produces a propeller noise composed by tonal
components of low frequency, which add to the uni-
form spectrum of the cavitation noise. These compo-
nents coincide with the propeller turning ratio and are
originated by the propeller resonance, excited by the
vortices shedding from it.

Finally, hydrodynamic noise is produced by the ir-
regularity and fluctuation of the flow along the hull
as a result of the movement of the ship. Pressure
fluctuations produced by this irregular flow are radi-
ated as noise. This noise is also known as flow noise.
Under normal circumstances of operation and design,
hydrodynamic noise has little contribution to the to-
tal noise irradiated by vessels, since the most probable
fact is that this noise is masked by the machinery noise
and propeller noise.

The vessels in this study are small boats used for
tourism and mammal watching. These boats have thin,
narrow hulls with no protruding appendages from the
hull, so their main source of underwater noise is
the noise produced by the propeller.

4. Method

4.1. Measuring system

The system used to measure the noise emitted by
the boats consists of the hydrophone Cetacean Re-
search model C55/736 with a lineal response from
0.15 Hz to 44 kHz and the digital recorder Tascam
DR680MKII possessing quantization rates, Q: 16/24 bit
and sampling frequencies, fs: 48/96/192 kHz, which
are used to record noise emissions. Afterwards, sound
files are loaded to the software SpectraPLUS-SC 5.1D,
where the required noise descriptors are obtained.
A sampling frequency of 48 kHz was used in this study.

Due to the lack of facilities to carry out the calibra-
tion of the system under water, the system was cali-
brated inside an anechoic chamber following the steps
indicated in the standard EN 60565 (2007) which allows
calibration in air and in free field conditions, replacing
the reference hydrophone with a calibrated microphone.
A sensitivity of −167 dB re.1V/µPa for the hydrophone
and a sensitivity equal to −154.9 dB re.1V/µPa for the

system hydrophone plus recorder were obtained with
the standard. The software SpectraPLUS-SC5.1D was
calibrated using this last sensitivity and a pure tone of
400 Hz.

The process was made inside the anechoic room of
the Acoustic Department from Universidad Austral de
Chile, whose dimensions are 2.45 m wide, 4.45 m long,
and 3.8 m high, with a chamber cut-off frequency of
120 Hz and a wedge cutoff frequency equal to 170 Hz.

The complete system consists of a hydrophone,
a buoy, a recorder and a kayak as means of transport.
The hydrophone and its buoy are deployed from the
kayak.

4.2. Vessels evaluated in the study

To carry out comparisons of underwater noise emis-
sions produced by small touristic boats with different
types of propulsion, two boats with internal combus-
tion outboard engine and one boat with solar-powered
electric inboard motor were used.

These types of boats were chosen because in the
marine protected areas, where touristic watching ac-
tivities are made, internal combustion outboard en-
gine boats are the most widely used. The motivation
to include boats with electric engines was to know how
much more friendly they are with the environment,
when contrasted with those using internal combustion
engines.

4.2.1. Internal combustion outboard engine boats

Boats belonging to this type were identified as
“combustion motor boat 1” and “combustion motor
boat 2”. Figures 1 and 2 show these boats, respectively.
Table 1 shows the characteristics of these vessels.

Fig. 1. Combustion motor boat 1.

Fig. 2. Combustion motor boat 2.
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Table 1. Characteristics of evaluated boats.

Name Length
[m]

Motor Power
[Hp]

Passengers Size∗

Combustion motor boat 1 9.5 Internal combustion/Outboard 50 16 small
Combustion motor boat 2 8.2 Internal combustion/Outboard 50 12 small

Electric motor boat 9.5 Electric/Inboard 5 16 small
*According to classifications by the Chilean army.

These two boats are used for touristic rides in-
side the estuary of the Valdivia River. They are also
used for touristic routes inside a marine protected area
known as “Nature Sanctuary of Cruces River” (Minis-
terio del Medio Ambiente, 2015; Ministerio de Edu-
cación Publica, 1981). These two boats represent all
touristic vessels of the estuary, listed as small by the
Port Authority of Valdivia, belonging to the Chilean
Navy.

4.2.2. Solar-powered electric motor boat

This type of vessel was introduced in 2012; the goal
was to implement a sustainable river transport system
in the rivers of the estuary. Contrasted with their com-
petitors, these boats are recognized as more friendly
with the environment, since they do not produce con-
tamination by wastes, as do boats powered by internal
combustion engines. The assessed boat of this type,
identified as electric motor boat, has the same touris-
tic route as that of combustion motor boats 1 and 2.
Figure 3 shows the assessed electric boat and Table 1
shows its characteristics. We must remember that the
efficiency of an internal combustion engine is between
35% and 45%, and that of an electric motor is be-
tween 85% and 95% (Salas et al., 2013).

Fig. 3. Evaluated electric motor boat.

The reason to include this electric motor boat in the
study was to answer the question whether they are also
more friendly with the environment, contrasted with
those powered by internal combustion motors, when
emitted underwater noise is considered.

4.3. Measurement procedures

Measurements of underwater emitted noise are car-
ried out while the boat under evaluation passes in

front of the hydrophone at a defined distance. Mea-
surements were made for three boat velocities. For the
internal combustion engine boats, velocities were 1000,
3000, and 6000 rpm. For the electric motor boat, ve-
locities were 1100, 3000, and 5500 rpm.

Figure 4 shows the area of the Valdivia River where
evaluations are carried out. Figure 5 shows the boat
track during measurement and the hydrophone posi-
tion. This is shown only as a reference, since position
and relative distance changed between measurements
because the hydrophone is allowed to drift during the

Fig. 4. Area of Valdivia River where the study was made.
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Fig. 5. The orange line shows the boat track in front of the
hydrophone and the yellow circle indicates the hydrophone

position.
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measurements, thus avoiding hydrodynamic noise of low
frequency that may be produced by currents or tides
if the microphone is stationary. Measurements were
made during high tide, with atmospheric conditions
without rain or wind and Beaufort wind force scale
between 0 and 1 (Hydrographic and Oceanographic
Service of the Chilean Navy, 2002). The river depth
is from 8 to 10 meters in the area where measurements
were made.

The hydrophone and its floating buoy are displayed
from the kayak over which the recorder and the op-
erator stay. The hydrophone is submerged as deep as
4 meters. Through a communication radio, instructions
are given to the vessel to start the measurement. The
distance at which the boat passes in front of the hy-
drophone is measured through an optical rangefinder.
The boat follows a track of approximately 250 m long
in front of the hydrophone (see Fig. 5). The 4 meters
correspond to half of the depth to which the marine
bottom is located. The underwater sound pressure de-
pends on the depth due to the Lloyd’s Mirror effect
(Carey, 2009). For a depth of 4 m this effect affects
frequencies lower than 93 Hz (Urick, 1996; National
Physical Laboratory, 2014). However, this is a compar-
ative study, where all sound emissions evaluated will
be affected by this effect.

From the audio file recorded during the passage of
the boat, a time interval of 15 seconds centered on the
time where the boat reached the shortest distance to
the hydrophone is selected. This distance is called clos-
est point of approach or CPA, and corresponds to the
distance measured with the optical rangefinder (see
Fig. 5) (ISO 17208, 2012; ANSI S12.64, 2009). In this
work, the time where the CPA occurs is determined
through the interference pattern produced due to the
sound reflection over the marine bottom (see Fig. 6)
(Bjørnø, 2017; Carey, 2009). From this audio file,
three equivalent noise levels Leq,T of 5 seconds are ob-
tained (see Eq. (1)). Central Leq,5s is chosen as the

Fig. 6. Waveform and spectrogram. Example of a 15-second
time interval centered on the point of the shortest distance

from the boat to the hydrophone or CPA.

underwater noise emitted by the boat during its pas-
sage in front of the hydrophone (see Figs. 5 and 6).
Thus, this level will represent the worst condition on
the receiver, since it only considers the highest emis-
sion interval. This method differs from what is indi-
cated for standardized methods, where an rms level is
measured for a time interval called data window period
or DWP (ISO 17208, 2012, ANSI S12.64, 2009).

The descriptor equivalent noise level Leq,T of a fluc-
tuating noise of the time interval T gives the continu-
ous noise level possessing the same amount of energy
as that of the fluctuating noise, in the same time in-
terval T . The formula for Leq,T is:

Leq,T = 10 log
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where p(t) is the instant sound pressure in the consid-
ered time interval T , and p0 is the reference pressure
equal to 1 µPa. Likewise, noise level may be expressed
as an RMS value through the expression:

Lp = 20 log (
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) [dB], (2)

with
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where Eq. (2) gives the same value as that given by
Eq. (1) for an equal time T .

Another noise descriptor used in underwater acous-
tics is the sound exposure level SEL. The formula for
SEL is:

SEL = 10 log
⎛
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∫
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2
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[dB]. (4)

The SEL descriptor gives the total energy contained
in the sound, where the energy of a sound is propor-
tional to the time integral of the pressure squared. The
descriptors Leq and SEL are related through the fol-
lowing equation:

SEL = Leq,T − 10 log (
1

T
) [dB], (5)

equation that considers the time interval T with which
the Leq level was obtained.

Similarly, if one has a sound with a constant am-
plitude level Lp over time, one can obtain the total
energy level for an exposure time of duration t in sec-
onds, through the equation:

SEL = Lp + 10 log(t) [dB]. (6)
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4.4. Correction by distance and source level

To obtain the source levels Lp,1m of the evaluated
boats, which is the noise level emitted by the source
at a distance of 1 m, noise levels obtained during
measurements must be corrected based on the dis-
tance they were made. There are different theoretical
models for the propagation of underwater noise, where
spherical propagation is assumed for large depths and
cylindrical propagation is assumed in the presence of
sound channels or certain conditions of shallow waters
(Richardson et al., 1995). In shallow waters, the type
of marine bottom may widely change the loss of sound
propagation, where for example, if the bottom is too
absorbent, even a behavior closer to spherical may be
found (Richardson et al., 1995).

There are many environmental factors that influ-
ence the transmission of sound in shallow water, so
developing adequate theoretical models is very compli-
cated. Theory and empirical data are commonly com-
bined to obtain reliable propagation predictions. In
very shallow water, with sound wavelengths λ compa-
rable to water depths, sound propagation can be ana-
lyzed using the mode theory. This theory indicates that
if the effective depth of the water is less than λ/4, the
wave will experience very large propagation losses. To
accommodate the large variability observed in sound
propagation in shallow water, semi-empirical propa-
gation models have been designed for shallow water
applications (Richardson et al., 1995).

The place of the river where this study was car-
ried out presents a depth between 8 and 10 meters,
with a mud bottom. According to the mode theory,
this location has a low cut-off frequency for the sound
propagation equal to 46 Hz. However, for cases of shal-
low water, it is common to use semi-empirical mod-
els of sound propagation. In field studies with com-
parative purposes, as is the case in this study, it is
usual to use a sound propagation between spherical
and cylindrical, as the attenuation shown by Eq. (7)
(National Oceanic and Atmospheric Administration,
2020; California Department of Transportation, 2020;
McGarry et al., 2020; Servicio de Evaluación Ambi-
ental, 2022). This is a recommended practical model,
since it provides a pragmatic estimation of transmis-
sion losses (National Physical Laboratory, 2014; Ma-
rine Management Organisation, 2015). Due to the
above, this model was used to obtain the source level
in this work:

Lp,1m = Leq,T − 15 log (
1

d
) [dB], (7)

where Lp,1m is the source level and d is the distance
to the source from where Leq,T was measured (CPA
distance). The sound propagation model used in this
study is correctly adjusted to the empirical results (see
Figs. 7–10). The period time T used in this work was
5 seconds.
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Fig. 7. Comparison between calculated transmission loss,
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Fig. 10. Comparison between calculated transmission loss,
distance and those levels obtained during the measurement

for combustion boat 2, at velocity 6000 rpm.

In shallow waters and estuaries, where continuous
tide changes occur, a dependence between sound veloc-
ity and depth is little probable, since a column of mixed
and isothermal water is produced (Marine Manage-
ment Organisation, 2015). Sound absorption was not
considered in this study, since it is negligible for dis-
tances under 100 m (Richardson et al., 1995; Urick
1996; Marine Management Organisation, 2015).

5. Results

5.1. Source levels

For the three boats evaluated in this study, 44 mea-
surements were made, with a minimum of 13 mea-
surements per boat. Measurements with three differ-
ent velocities were carried out for each boat: highest,
mid and lowest velocities, which corresponded to 6000,
3000, and 1000 rpm, respectively, for internal combus-
tion motor boats; and to 1100, 3000, and 5500 rpm,
respectively, for the electric motor boat. A minimal of
4 measurements were carried out for each one of these
velocities.

Measurements took place between September 2018
and January 2020, always under weather conditions of
no rain or wind and a Beaufort wind scale between 0
and 1 (Hydrographic and Oceanographic Service od
the Chilean Navy, 2002). This allowed working with
very low levels of natural background noise, with values
between 99 dB and 101 dB [re.1µPa]. The hydrophone
depth was constant at 4 meter. The distance between
the hydrophone and boats (distance d) constantly var-
ied due to the field conditions under which the study
was carried out.

A 15-second time interval centered on the closest
point between the boat and the hydrophone (CPA),
was selected from audio files. Three levels Leq,T of

5 seconds were taken from this range. Central Leq,5s

showed the highest level and was chosen in this work
as the level emitted from the ship. Thus, by us-
ing this emission level, the worst condition is be-
ing considered when evaluating environmental impact.
Tables 2–4 show levels Leq,5s obtained and those dis-
tances they were measured at.

Table 2. Sound pressure levels measured for the electric
motor boat; d is the measurement distance.

Electric motor boat
Leq,5s dB [re.1µPa], d [m]

No.
1100 rpm 3000 rpm 5500 rpm
Leq,5s d Leq,5s d Leq,5s d

1 106.4 7 113 7 123.5 7
2 110.9 7 113.9 7 125.9 7
3 110.8 7 112.8 7 122.9 7
4 111.4 7 114.6 7 122.1 7
5 111.5 7 115.1 7 122.4 7
6 121.5 7
7 122.7 7

Table 3. Sound pressure levels measured for the combustion
engine boat 1; d is the measurement distance.

Combustion motor boat 1
Leq,5s dB [re.1µPa], d [m]

No.
1000 rpm 3000 rpm 6000 rpm

Leq,5s d Leq,5s d Leq,5s d

1 123 31 131.6 19 140.9 20
2 128.1 15 127.7 35 138.6 40
3 131 17 133.2 20 139.2 27
4 126 29 129.4 35 136.7 44
5 131.9 15
6 126.7 25

Table 4. Sound pressure levels measured for the combustion
engine boat 2; d is the measurement distance.

Combustion motor boat 2
Leq,5s dB [re.1µPa], d [m]

No.
1000 rpm 3000 rpm 6000 rpm

Leq,5s d Leq,5s d Leq,5s d

1 121.5 46 123.6 40 126.9 55
2 124.2 35 124.8 41 133.8 25
3 125.3 30 125.3 42 134.8 30
4 124.8 28 128.4 27 136.7 27
5 127.3 60

To obtain the source levels Lp,1m Eq. (7) was used.
This transmission loss by distance was the one that
best fitted those field values obtained. This fitting may
be appreciated in Figs. 7–10, which show some of the
obtained results.
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Source levels obtained for the assessed boats, esti-
mated from values presented in Tables 2–4, and Eq. (7)
are shown in Figs. 11–13.
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Fig. 11. Source levels Lp,1m, obtained for the electric motor
boat.
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Fig. 12. Source levels Lp,1m, obtained for the combustion
motor boat 1.
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Fig. 13. Source levels Lp,1m, obtained for the combustion
motor boat 2.

Now, the average source levels, together with their
standard deviation s, uncertainty and highest and low-
est levels are shown in Table 5 and Figs. 14–16. The un-
certainty of the measurements was estimated through
a confidence interval CI, calculated with a confidence
level of 95% and using t-Student’s criterion (Velasco
Luna, 2002).

Table 5. Average values of the measured source levels Lp,1m

of the evaluated boats, together with their standard devia-
tion s, confidence interval CI and lowest and highest values.

Electric motor boat, Lp dB [re.1µPa]
Velocity Lp,1m s CI Lp,max Lp,min

1100 rpm 122.3 2.17 122.3± 3 124.2 119
3000 rpm 126.6 0.99 126.6± 1 127.8 125.5
5500 rpm 135.7 1.43 135.7± 1 138.6 134.2

Combustion motor boat 1, Lp dB [re.1µPa]
Velocity Lp,1m s CI Lp,max Lp,min

1000 rpm 147.6 1.8 147.6± 2 149.5 145.3
3000 rpm 151.7 1.07 151.7± 2 152.7 150.7
6000 rpm 161.3 1 161.3± 2 162.6 160.4

Combustion motor boat 2, Lp dB [re.1µPa]
Velocity Lp,1m s CI Lp,max Lp,min

1000 rpm 146.9 0.56 146.9± 1 147.5 146.4
3000 rpm 149 0.99 149± 2 149.9 147.7
6000 rpm 155.4 2.15 155.4± 3 158.2 153
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Fig. 14. Average source levels Lp,1m of the electric motor
boat, together with highest and lowest levels for the three

evaluated velocities.

5.2. Noise emission spectra

The 1/3 octave band noise spectra for the three
assessed boats were obtained, which are shown in
Figs. 17, 18, and 19. Spectra are from the sound emis-
sions corresponding to the moment when boats pass in
front of the hydrophone and at the closest distance or
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Fig. 15. Average source levels Lp,1m of the combustion mo-
tor boat 1, together with the highest and lowest levels, for

the three evaluated velocities.
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Fig. 16. Average source levels Lp,1m of the combustion mo-
tor boat 2, together with the highest and lowest levels, for

the three evaluated velocities.
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Fig. 17. 1/3 octave bands spectra of the electric motor boat,
for the three velocities evaluated. Likewise, the background

noise registered in the area is shown.
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Fig. 18. 1/3 octave bands spectra combustion motor boat 1,
for the three velocities evaluated. Background noise mea-

sured in the area is also shown.
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Fig. 19. 1/3 octave bands spectra of the combustion motor
boat 2, for the three velocities velocities evaluated. Back-

ground noise measured in the place is also shown.

CPA. Spectra correspond to only one passage of the
boat in front of the hydrophone and for each one of
the three velocities. Together with the boats spectra,
figures show the spectra of the background noise eval-
uated in the area.

6. Discussion

This work comprises a comparative study of the
underwater noise levels emitted by boats with similar
dimensions and passenger’s capacity, used in identi-
cal touristic duties, though using different propelling
systems. Results show that source levels Lp,1m of
the assessed boats propelled by internal combustion
outboard motor are between 145.3 dB and 162.6 dB
[re.1µPa], for the combustion motor boat 1, and be-
tween 146.4 dB and 158.2 dB [re.1µPa], for the com-
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bustion motor boat 2. Source levels Lp,1m obtained for
the electric motor boat fluctuated between 119 dB and
138.6 dB [re.1µPa]. All these emission levels were reg-
istered for the boats velocities between 1000 rpm and
6000 rpm.

The background noise level with which measure-
ments were carried out was between 99 dB and 101 dB
[re.1µPa]. Wide band levels measured and observed,
emitted by the evaluated sources, were always superior
to the background noise observed over 10 dB, even for
the lowest velocities. Regarding the lowest 1/3 octave
frequency bands due to differences inferior to 10 dB,
some level corrections were made. Nevertheless, these
corrections did not influence the broadband level ob-
tained.

Source levels Lp,1m obtained in this work, corre-
sponding to boats propelled by internal combustion en-
gines, coincide with those levels shown by other studies
for the same type of boats (Richardson et al., 1995;
Marine Management Organisation, 2015; Erbe, 2002;
Wladichuk et al., 2019). Regarding levels emitted by
the electric motor vessel, it was not possible to find lit-
erature showing values of emission levels for this type
of boat.

According to the results obtained, the boat pro-
pelled by electric motor emits underwater noise levels
much lower than those emitted by the internal com-
bustion boats. For the low velocity (1000–1100 rpm),
the underwater noise level emitted by the electric mo-
tor boat is approximately 25 dB lower than the level
emitted by the combustion motor boat 1, and 24.6 dB
lower than the level emitted by the combustion motor
boat 2. For the mid velocity (3000 rpm), the electric
motor boat emits approximately 25.1 dB less than the
level emitted by the combustion motor boat 1, and
22.4 dB less than the emissions of the combustion mo-
tor boat 2. For the highest velocity (5500–6000 rpm),
the level of underwater noise emitted by the electric
motor boat is approximately 25.6 dB lower than the
level emitted by the combustion motor boat 1, and
19.7 dB lower than the level emitted by the combus-
tion motor boat 2.

This difference between underwater noise levels
emitted by the electric motor boat and those levels emit-
ted by combustion motor engines arises as highly im-
portant when we consider their use inside marine pro-
tected areas, in duties such as marine mammal watch-
ing and also regarding the fulfillment of the highest
recommended noise levels to avoid any type of distur-
bance, temporal damage TTS or permanent damage
PTS, to the observed species (NMFS, 2016; 2018). Let-
ting the source level Lp,1m in Eq. (7) be the dependent
variable, one can see that a difference of 25 dB between
the level of underwater noise emitted by two boats
means that there will be an approximate difference of
46 times in the closest distance that the less noisy boat
could reach when approaching a certain marine mam-

mal, compared to the closest distance that the loudest
boat could reach, to generate the same level of noise
on the animal exposed to noise.

Similarly, Eq. (6) shows that this 25 dB difference
means a 316 times lower accumulated energy for an ex-
posure to noise emitted by the electric boat compared
to the exposure to noise emitted by the boat with an
internal combustion engine.

The 1/3 octave band frequency spectra agree with
the obtained source levels Lp,1m. It can be clearly seen
how the level of frequency components increases as
velocity of boats increases. Combustion engine boats
present similar spectra regarding shape and behavior
(see Figs. 18 and 19). In them, low-frequency tonal
components are observed, which are produced by the
mechanical vibrations of the rotating parts of the mo-
tor. The frequency of the tonal components increases
with increasing propeller rpm. A continuous spectrum
is observed over 500 Hz, which is mainly due to the
cavitation noise produced by the propeller, which is
of impulsive origin and broadband. Spectra show how
the amplitude relation between tonal components and
continuous components goes changing. Thus, as the
boat velocity increases, cavitation noise produced by
the propeller becomes dominant in noise emissions
over the mechanical noise produced by the motor,
which is predominant at low velocities.

Regarding the emission spectra of the electric
motor boat (see Fig. 17), the cavitation noise pro-
duced by the propeller increases as the boat velocity
increases. The cavitation noise produced by this ves-
sel is lower than that produced by combustion motor
boats for all evaluated velocities. What is interesting in
these spectra is that low frequency tonal components,
corresponding to periodic vibrations of the motor and
propeller, show extremely low amplitudes. This may
be due to different reasons. As it is an electric engine,
the high periodic vibration produced by combustion
does not exist; the rotating parts of the motor – as it
is an inboard motor – are inside the hull; and finally,
the modern design of the hull allows for a less tur-
bulent water flow around the propeller, which reduces
the excitation of resonances in the propeller (Urick,
1996).

7. Conclusion

The results reached in this study show that for the
type of evaluated vessels, using electric motor boats
instead of those commonly used boats – propelled by
internal combustion motors – underwater noise levels
emitted by an amount between 20 dB and 25 dB are
reduced. This reduction in the level of emitted noise
allows the electric boat, when necessary, a closer ap-
proach to the animal under observation. Furthermore,
it will allow larger time of observation or a much lower
accumulated exposition of the animal to the noise.
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A comparative study to evaluate the acoustic impact
that each one of these vessels would cause over a deter-
mined species would be very interesting and necessary.
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pressure spectrum, and sound power spectrum and noise changes at different monitoring points. The article
may be useful for specialists in the field of engineering and physics.

Keywords: sound pressure spectrum; noise; sound power spectrum; numerical prediction.
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1. Introduction

Cavitation, the formation of bubbles in a liquid, is
a phenomenon that generally occurs at the interface
between a fluid and a solid with relative motion (Cao
et al., 2014). In other words, when the local pressure
in the flow field drops to the saturated vapor pres-
sure at its proper temperature, the liquid medium will
explosively vaporize and form bubbles. When cavita-
tion reaches a certain threshold, it will be accompanied
by the burst and detachment of bubble groups, which
causes strong noise, vibration and cavitation erosion
(Sultanov et al., 2020). The spatial differences of the
closing emerge throughout the cavity’s development,
and under specific circumstances, the pocket becomes
unstable and violently implodes. The volume of the va-

por cavity oscillates between a minimum and a max-
imum during this operating regime. The destabilizing
process results in the emission of biphasic and vortex
structures known as cavitation clouds, which are highly
erosive and known to produce large overpressures.

Cavitation flow encompasses almost all complex flow
phenomena: turbulence, multiphase flow, phase transi-
tion, compressible, and unsteady characteristics, etc.,
(Huang et al., 2018; Prokopov et al., 1993). Cavi-
tation can be divided into different forms: primary
cavitation, sheet cavitation, cavitation cloud, eddy ca-
vitation, and super-cavitation (Wang et al., 2001).
Cavitation often has adverse effects on underwater
and water conservancy equipment, for example, by re-
ducing thrust efficiency, severely corroding the struc-
ture of equipment, and affecting normal performance
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(Chang, 2011; Shin et al., 2021). On the other hand,
scholars and engineers have also explored the poten-
tial benefits of cavitation. For example, it is used for
sterilizing and crushing stones in the medical field, in-
dustrial sewage treatment, oil exploitation, underwater
cutting, shock absorption, noise reduction for underwa-
ter weapons, etc.

Many scholars have conducted extensive theoretical
and experimental research on hydrofoils and acoustic
radiation. From a theoretical perspective, Euler pro-
posed the cavitation phenomenon for the first time in
1753. In 1839, Reynolds and Besant (Li, Shi, 1997)
studied cavitation in the laboratory. Lord Rayleigh
(1917) formulated the mathematical equation of cavi-
tation bubbles in an incompressible fluid, and Plesset
(1949) made a correction to the theory of Rayleigh.
Noltingk, Neppiras (1950) and Neppiras, Nolt-
ingk (1951) added an additional pressure correction to
the surface tension in the Rayleigh model, and in 1952,
Poritsky added a liquid viscosity correction (Korzhyk
et al., 2017). Since then, many scholars have continu-
ously developed this theory.

An important work is presented in (Wang et al.,
2021). The research examines the effect of water in-
jection on broadband noise and hydrodynamic per-
formance for NACA66 (MOD) hydrofoils under cloud
cavitation conditions. The influence of water injection
on the hydrodynamic performance and noise sources
for a NACA66 (MOD) hydrofoil under cloud cavitation
is computed in this work (σ = 0.83, Re = 5.1×105). The
results of the analysis show that the water injection
may effectively stop the growth of cloud cavitation and
significantly reduce the severe pressure fluctuation. As
a result, the flow field’s dipole/quadrupole noise can be
reduced. Kubota et al. (1992) proposed a cavitation
model based on the transport equation on the basis of
the Rayleigh–Plesset equation. Based on the Rayleigh–
Plesset equation, Zwart (2004), Schnerr, Sauer
(2001), and Singhal et al. (2002) established their
respective cavitation transport equations representing
the relationship between mass transport and pressure
change. Kieldsen et al. (2000) conducted experimen-
tal research on a NACA0015 hydrofoil. From an ex-
perimental perspective, Leroux et al. (2003; 2004)
carried out a study on the fracture and detachment
phenomenon of cavitation generated by the unsteady
cavitation of a single NACA66 hydrofoil. Fuji et al.
(2007) studied the influence of the geometric shapes
of hydrofoils on cavitation dynamics and summarized
NACA0015 hydrofoil decrease in different water holes.
Through FFT analysis, the influence of instability on
cavitation dynamics was obtained. Hong et al. (2017)
studied the Clark-Y hydrofoil characteristics with dif-
ferent cavitation numbers.

Wang et al. (2009) and Zhang et al. (2009) perfor-
med a time-frequency analysis on the unsteady dyna-
mic characteristics of the cavitation around the hy-

drofoil. Ducoin et al. (2009; 2012), Wu et al. (2005),
Wang, Ostoja-Starzewski (2007), Ji et al. (2010),
and others studied fluid-solid coupling and the cavita-
tion of two-dimensional and three-dimensional hydro-
foils by combining numerical simulation and experi-
ments. Fan (2015) performed research on the vibration
and acoustic radiation of a hydrofoil. The purpose of
the article is to conduct and analyze numerically the
unsteady cavitation flow field and the noise of a three-
dimensional NACA66 hydrofoil under a constant cav-
itation number.

2. Materials and methods

2.1. Mathematical, noise, and cavitation models

In the calculation process, the homogeneous equi-
librium flow model is adopted. Assuming that there is
no velocity slip between the gas and liquid, the mass
conservation equation, the momentum equation, and
the density equation of a three-phase mixture are, re-
spectively:

Mass equation:

∂ρm
∂t

+∇ ⋅ (ρmu) = 0. (1)

Momentum equation:

∂ρmu

∂t
+∇ ⋅ (ρmuu) = −∇p +∇ ⋅ τ + SM , (2)

where τ = µ (∇u + (∇u)
T
− 2

3
δ∇ ⋅ u).

The density of the mixture is defined by the equa-
tion:

ρm = alρl + avρv + agρg, (3)

where al, av, and ag represent the volume fraction of
gas in the liquid phase, vapor phase and non-conden-
sation state, respectively, and ρl, ρv, and ρg refer to
the densities of gas in these three states, respectively.

Mass fraction:
yi =

aiρi
ρm

. (4)

In the numerical calculation, the turbulence mo-
tions are roughly divided into three types: firstly, di-
rect simulation (DNS), secondly, large eddy simulation
(LES), and thirdly, Reynolds-averaging averaging sim-
ulation.

In this study, the large eddy simulation model (LES
model) was adopted to solve the transient Navier–
Stokes equation, which can directly simulate large ed-
dies in turbulence, but not small eddies. As a result,
a similar model was established to simulate the influ-
ence of small eddies on large ones. That is, the Navier–
Stokes equation is filtered in the wavenumber space or
physical space. The filtering process removes small ed-
dies, the width of which is less than the filtering width
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or the given physical width, in order to obtain the con-
trol equation of large eddies (Alkishriwi et al., 2008):

Φ(x) = ∫
D

Φ(x′)G(x;x′) lim
x→∞ dx′, (5)

where D is the fluid domain, G is the filter function
that determines the scale of the resolved eddies, and Φ
is defined by Φ′ = Φ −Φ and Φ′ ≠ 0.

The discretization of the spatial domain into finite
control volumes implicitly provides the filtering oper-
ation:

Φ(x) =
1

V
∫

V

Φ(x′)dx′, x′ ∈ V, (6)

where V is the control volume. The filter function
G(x;x′) implied here is then:

G(x;x′) = {
1/V, x′ ∈ V,
0, otherwise. (7)

Filtering the Navier–Stokes equations leads to ad-
ditional unknown quantities. The filtered momentum
equation can be written in the following way:

∂

∂t
(ρU i) +

∂

∂xj
(ρU iU j)

= −
∂p

∂xi
+

∂

∂xj
[µ(

∂U i
∂xj

+
∂U j

∂xi
)] +

∂τij

∂xj
, (8)

where τij denotes the subgrid-scale stress:

τij = ρU iU j − ρU iU j . (9)

Flow-induced noise is generated by the disturbance
propagation in the flow process. The disturbance prop-
agation generates pressure fluctuations and propagates
outward as a sound source. The boundary layer of the
hydrofoil and the detachment of eddies radiate high-
frequency noise, which is equivalent to the quadrupole
source. The non-uniform flow field around the hydrofoil
and the unsteady pulsation force on the hydrofoil sur-
face induced by the pulsation turbulence field radiate
low-frequency noise, which is equivalent to the dipole
source, and the noise caused by the burst of bubbles is
equivalent to the monopole.

The right side of the equation hereinafter refers to
two surface source items (monopole and dipole) and one
volume source item (quadrupole). The formula consists
of a volume integral polynomial and a surface integral
polynomial; the surface integral describes the contri-
bution of the monopole source, dipole source, and part
of the quadrupole source to the noise, while the vol-
ume integral defines the quadrupole contribution out-
side the control surface. If the quadrupole item is ig-
nored, the equation of the pressure field is defined as:

p′(x, t) = p′T (x, t) + p
′
L(x, t). (10)

The corresponding monopole, p′T (x, t), is the sound
pressure due to the thickness. The corresponding
dipole, p′L(x, t), defines the sound pressure due to the
load. The formula is shown in Eqs. (11) and (12):

4πp′T (x, t) = ∫

f=0

[
ρ0v̇n

r(1 −Mr)
2
]dS

+∫

f=0

⎡
⎢
⎢
⎢
⎢
⎣

ρ0vn [rṀr r̂i + c0(Mr −M
2)]

r2(1 −Mr)
3

⎤
⎥
⎥
⎥
⎥
⎦

dS, (11)

4πp′L(x, t) =
1

c0
∫

f=0

[
lir̂i

r(1 −Mr)
2
]dS

+∫

f=0

[
lr − liMi

r(1 −Mr)
2
]dS

+
1

c0
∫

f=0

⎡
⎢
⎢
⎢
⎢
⎣

lr [rṀr r̂i + c0(Mr −M
2)]

r2(1 −Mr)
3

⎤
⎥
⎥
⎥
⎥
⎦

dS, (12)

whereM refers to the Mach number,Mr represents the
radial Mach number, and li is the local force on the unit
area at the direction of i, which can also be defined by
Eqs. (13) and (14) (Beljatynskij et al., 2010; Curle,
1955; Nurtas et al., 2020; Prentkovskis et al., 2012;
Su et al., 2013; Yang et al., 2014):

p′T (x, t) =

T

∫

−T
∫

A(τ)
ρvn

DG

Dτ
dA(y)dτ, (13)

p′L(x, t) =

T

∫

−T
∫

A(τ)
Fi
DG

Dτ
dA(y)dτ. (14)

A cavitation model mathematically describes the
mutual transformation between water and vapor,
which can be characterized by the modified Sauer cav-
itation model proposed by Yang et al. (2011; 2012):

ṁ+
=
Cprod3ag(1−av)ρv

RB

√
2

3

∣Pv−P ∣

ρl
sign (Pv−P ), (15)

ṁ−
= Cdest

3avρv
RB

√
2

3

∣Pv−P ∣

ρl
sign (Pv−P ) , (16)

where ṁ+ and ṁ− represent evaporation and conden-
sation of vapor, the mass fraction is ag = 7.8 × 10−4,
the volume fraction is av = 1 × 10−6, RB is the ini-
tial value of the bubble radius, RB = 1.0 × 10−6m, the
evaporation coefficient is Cprod = 50, the condensation
coefficient is Cdest = 0.01, and Pv = Psat +0.5Pturb, and
Pturb = 2ρk/3.
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2.2. Divisions of geometric models
and computational domain

A NACA66 hydrofoil was used as the research ge-
ometric model. The geometric parameters were ob-
tained from Plesset (1949), and the unsteady cal-
culation was conducted in order to study the acoustic
radiation law of the hydrofoil with different inflow ve-
locities and different attack angles for a specific cavi-
tation number (Al-Obaidi, 2019, 2020; Al-Obaidi,
Mishra, 2020):

cavitation number: σn =
P − PV

1
2
ρV 2

, (17)

pressure coefficient: Cp =
P − PV

1
2
ρV 2

, (18)

Strouhal number: St =
fc

V
, (19)

Reynolds number: Re =
V c

v
, (20)

where P is the environmental pressure, PV is the satu-
rated vapor pressure, V is the inflow velocity, f is the
falling-off period of the cavity, c is the chord length of
the hydrofoil, and v is the viscosity coefficient.

The computational domain setting is shown in
Figs. 1 and 2 (geometric model establishment and grid
division).

Fig. 1. The whole computational domain.

a) b)

Fig. 2. Close-up view of mesh near the leading edge and
the trailing edge of the hydrofoil: a) leading edge near the

foil (LE); b) trailing edge near the foil (TE).

To reduce computational resources, the distance be-
tween the leading edge of the foil and the incoming flow
is set to 2 c, the distance between the leading edge of
the foil and the outlet of pressure is 6 c, the foil span is
0.3 c, and the height of the three-dimensional compu-
tational domain is 1.28 c. Cavitation number σn: 1.25;
total working conditions of attack angles: 11, namely,
0○, ±3○, ±6○, ±9○, ±12○, and ±15○; inflow velocity:
5.33 m/s, 10.288 m/s, and 20.577 m/s; environmental
pressure: 21263.6 Pa, 71279.5 Pa, and 267697 Pa.

The coordinates of the noise monitoring points are
set. There are 31 noise monitoring points in total,
whose coordinates are shown in Table 1.

Table 1. Settings of monitoring points (Z–0).

Monitoring points X

[mm]
Y

[mm]
R1 0 0
R2 12.1195 4.9922
R3 37.5488 7.6615
R4 48.601 7.8085
R5 68.403 6.5358
R6 81.82 4.413
R7 100 −0.1178
R8 100 50
R9 100 100
R10 150 0
R11 150 50
R12 150 100
R13 200 0
R14 200 50
R15 200 100
R16 300 0
R17 300 50
R18 300 100
R19 13.2317 −2.9933
R20 36.6214 −3.9267
R21 47.689 −3.9042
R22 73.21 −2.6703
R23 91.23 −1.2005
R24 100 −50
R25 100 0
R26 150 −50
R27 150 −100
R28 200 −50
R29 200 −100
R30 300 −50
R31 300 −100

3. Results and discussion

When the inflow velocity is 5.33 m/s and the cavi-
tation number is 1.25 (σn = 1.25), the simulation result
is in good agreement with the experimental result of
Leroux et al. (2004). In addition, typically unstable
cloud cavitation occurs, and it can be observed that
a large number of vortexes detach from the surface
of the foil (Leroux et al., 2004). The surface load of
the foil also changes, and the lift and drag coefficients
undergo a certain periodic change. When the length of
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the cavity is less than 0.5 c, the bubble groups fluctuate
less on the surface of the foil: such cavitation is called
quasi-stable cavitation. However, when the length of
the cavity is greater than 0.5 c, the cavity structure
becomes quite unstable, and the bubbles burst. Cavi-
tation pressure pulsation and the length of the cavity
change regularly from the top of the blades. When the
length of the cavity L/C reaches the maximum value of
0.7∼0.8, it is called unstable cavitation. After verifying
that the simulation is correct, the cavitation number
is fixed at σn = 1.25, and then the second working
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Fig. 3. Sound pressure frequency spectrum curves of R1 at 0○, 3○, 6○, 9○, 12○, 15○ (cavitation number is fixed at σn = 1.25).
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Fig. 4. Sound pressure frequency spectrum curves of R1 at 0○, −3○, −6○, −9○, −12○, −15○.
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Fig. 5. Sound pressure frequency spectrum curves of R6 at 0○, 3○, 6○, 9○, 12○, 15○.

condition (inflow velocity of 10.288 m/s) and the third
working condition (inflow velocity of 20.577 m/s) are
selected.

Noise law of cavity in the unsteady growth process:
– working condition 1 – 5.33 m/s, Figs. 3–8;
– working condition 2 – 10.288 m/s, Figs. 9–14;
– working condition 3 – 20.577 m/s, Figs. 15–20.

Overall sound pressure level analysis:
– working condition 1 – 5.33 m/s, Figs. 21–22;
– working condition 2 – 10.288 m/s, Fig. 23;
– working condition 3 – 20.577 m/s, Fig. 24.
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Fig. 6. Sound pressure frequency spectrum curves of R6 at 0○, −3○, −6○, −9○, −12○, −15○.
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Fig. 7. Sound pressure frequency spectrum curves of R7 at 0○, 3○, 6○, 9○, 12○, 15○.
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Fig. 8. Sound pressure frequency spectrum curves of R7 at 0○, −3○, −6○, −9○, −12○, −15○.
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Fig. 9. Sound pressure frequency spectrum curves of R1 at 0○, 3○, 6○, 9○, 12○, 15○.



H. Xiaohui et al. – Study on Noise Attenuation Characteristics of Hydrofoil. . . 365

a)

Frequency [Hz]

So
un

d 
pr

es
su

re
 le

ve
l [

dB
]

b)

So
un

d 
pr

es
su

re
 le

ve
l [

dB
]

1/3 octave band [Hz]

Fig. 10. Sound pressure frequency spectrum curves of R1 at 0○, −3○, −6○, −9○, −12○, −15○.
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Fig. 11. Sound pressure frequency spectrum curves of R6 at 0○, 3○, 6○, 9○, 12○, 15○.
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Fig. 12. Sound pressure frequency spectrum curves of R6 at 0○, −3○, −6○, −9○, −12○, −15○.
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Fig. 13. Sound pressure frequency spectrum curves of R7 at 0○, 3○, 6○, 9○, 12○, 15○.
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Fig. 14. Sound pressure frequency spectrum curves of R7 at 0○, −3○, −6○, −9○, −12○, −15○.
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Fig. 15. Sound pressure frequency spectrum curves of R1 at 0○, 3○, 6○, 9○, 12○, 15○.
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Fig. 16. Sound pressure frequency spectrum curves of R1 at 0○, −3○, −6○, −9○, −12○, −15○.
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Fig. 17. Sound pressure frequency spectrum curves of R6 at 0○, 3○, 6○, 9○, 12○, 15○.
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Fig. 18. Sound pressure frequency spectrum curves of R6 at 0○, −3○, −6○, −9○, −12○, −15○.
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Fig. 19. Sound pressure frequency spectrum curves of R7 at 0○, 3○, 6○, 9○, 12○, 15○.
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Fig. 20. Sound pressure frequency spectrum curves of R7 at 0○, −3○, −6○, −9○, −12○, −15○.
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Fig. 21. The change law of overall sound pressure level with the angle at the monitoring points of the surface of the
hydrofoil: a) 39.5.33 m/s; b) 10.288 m/s.
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Fig. 22. The change law of overall sound pressure level with the angle at the monitoring points of the horizontal axis and
below the tail of the hydrofoil (5.33 m/s).
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Fig. 23. The change law of overall sound pressure level with the angle at the monitoring points of the horizontal axis and
below the tail of the hydrofoil (10.288 m/s).
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Fig. 24. The change law of overall sound pressure level with the angle at the monitoring points of the horizontal axis and
below the tail of the hydrofoil (20.577 m/s).

The curve above shows that the points above
the horizontal axis increase with the distance of the
vertical axis, and the sound pressure level decreases
gradually: SPL(R7 >R8 >R9), SPL(R10 >R11 >R12),
SPL(R13 >R14 >R15), SPL(R16 >R17 >R18). At the
points on the suction side of the hydrofoil, the sound
pressure levels at monitoring points R2∼R7 increase
with the increase in the absolute value of the angle, and
they reach the minimum value when the attack angle
becomes 0○. The sound pressure levels at R2∼R7 grad-

ually decrease with the increase in the distance from
the monitoring point at R1. The condition is the same
as the pressure side.

The results in working conditions 1, 2, and 3 show
that, for a specific cavitation number, the sound pres-
sure level at each monitoring point increases with the
increase in inflow velocity. In working conditions 1
and 2, the sound pressure levels at the monitoring
points on the surface of the hydrofoil and the moni-
toring points at the tail of the hydrofoil are basically
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equivalent at the positive and negative angles of attack,
and 0○ is the axis of symmetry. In working condition 1,
the sound pressure level is attenuated by −6 dB/3○

at the negative angle of attack, while at the positive
angle of attack, the sound pressure level increases by
6 dB/3○ at monitoring points above the horizontal axis
of the tail of the hydrofoil and increases by 3 dB/3○ at
the points below the horizontal axis of the tail. More-
over, the sound pressure values clearly fluctuate at
monitoring points R7, R9, R17, R18, R30, and R31.
In working condition 2, the sound pressure level is at-
tenuated by −6 dB/3○ at the negative angle of attack,
while at the positive angle, the sound pressure level in-
creases by 4 dB/3○, at the monitoring points R7, R8,
R9, and R10 of 6○ to 12○, the sound pressure level is
attenuated by 2.5 dB/3○. In working condition 3, with
the increase in velocity, the sound pressure level at
each monitoring point at the tail of the hydrofoil re-
mains relatively consistent at negative attack angles
of −15○ to −3○, while there is a sharp attenuation of
about 50 dB at −3○ to 0○. At the positive angle of at-
tack, the overall sound pressure level changes relatively
drastically, especially at 3○∼6○, and the overall sound
pressure level rapidly increases by about 35 dB; how-
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Fig. 25. Power spectral density: a) R2 point; b) R7 point; c) R17 point; d) R31 point.

ever, it rapidly decreases by about 30 dB at 6○∼9○ and
increases by about 20 dB at 12○∼15○.

The computational figures of the power spectral
density at monitoring points R2, R7, R18, and R31
in working condition 2 are shown in Fig. 25.

From the analysis of the power spectral density at
each monitoring point at the surface or the tail of the
hydrofoil, it can be observed that the power spectral
densities near the surface of the hydrofoil at points
R1∼R6 are distinctively larger than those above at
points R7∼R18 for a positive attack angle and also
greater than those at points R25∼R31 below the hor-
izontal axis of the hydrofoil tail. However, the power
spectral densities below the horizontal axis of the hy-
drofoil tail are greater than those above the axis at
equidistant monitoring points, which indicates that the
energy near the hydrofoil surface is relatively high.
With the increase in the attack angle, the power spec-
tral density increases correspondingly.

At the negative angle of attack, the power spectral
density near the surface of the hydrofoil at points
R19∼R23 is much higher than that at R7∼R16 (above
the horizontal axis of the hydrofoil tail) and greater
than that at R24∼R31 (below the axis of the hydrofoil
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tail). The power spectral density above the horizon-
tal axis of the hydrofoil tail is greater than that below
its horizontal axis at equidistant monitoring points,
which indicates that the energy near the hydrofoil sur-
face is relatively high, and the power spectral density
increases with the increase in the absolute value of the
attack angle.

4. Conclusions

The noise performance of a hydrofoil was numeri-
cally predicted and analyzed, and the characteristics
of the sound pressure spectrum, sound power spec-
trum and noise changes at different monitoring points
were determined. The noise characteristics and change
law of the NACA66 hydrofoil with a specific cavitation
number were analyzed. Cavitation bubbles experienced
a periodic pulsating process of inception, development,
fracture, falling-off, and bursting. With a constant cav-
itation number, the cavitation area of the foil becomes
longer and thicker with the increase in the attack angle,
and the initial position of cavitation inception moves
forward. As the inflow velocity increases, changes in
the cavitation noise and region become more drastic.
The results in working conditions show that, for a spe-
cific cavitation number, the sound pressure level at
each monitoring point increases with the increase in
inflow velocity.

The change law of noise was analyzed at each mon-
itoring point of the surface and tail of the NACA66
hydrofoil at different inflow velocities and positive and
negative attack angles. The shape of cavitation bub-
bles has a great influence on the acoustic signal sig-
nature of the hydrofoil, particularly at the tail of the
hydrofoil, and has a significant effect on the noise of
the flow field at the tail. Moreover, because the mon-
itoring points may stack, counteract or interfere with
each other, the acoustic signal signatures are weak-
ened or locally reinforced. The novelty is that the study
has important calculations and analyses regarding the
noise performance of a hydrofoil, characteristics of the
sound pressure spectrum, and sound power spectrum
and noise changes at different monitoring points. The
article may be useful for specialists in the field of en-
gineering and physics. This paper can be of interest
both as introductory material and as a basis for fur-
ther study.
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In order to simplify the motor structure, to reduce the difficulty of rotor pre-pressure application and
to obtain better output performance, a new internal cone type rotating traveling wave ultrasonic motor is
proposed. The parametric model of the internal cone type ultrasonic motor was established by the ANSYS
finite element software. The ultrasonic motor consists of an internal cone type vibrator and a tapered rotor.
The dynamic analysis of the motor vibrator is carried out, and two in-plane third-order bending modes with the
same frequency and orthogonality are selected as the working modes. The other advantages of this motor are
that pre-pressure can be imposed by the weight of the rotor. The prototype was trial-manufactured and
experimentally tested for its vibration characteristics and output performance. When the excitation frequency
is 22260.0 Hz, the pre-pressure is 0.1 N and the peak-to-peak excitation voltage is 300 V, the maximum output
torque of the prototype is 1.06 N ⋅mm, and the maximum no-load speed can reach 441.2 rpm. The optimal
pre-pressure force under different loads is studied, and the influence of the pre-pressure force on the mechanical
properties of the ultrasonic motor is analyzed. It is instructive in the practical application of this ultrasonic
motor.

Keywords: ultrasonic motors; traveling wave; internal cone type; bending vibration.
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1. Introduction

The ultrasonic motor is a new type of micro-
technical motor that uses the inverse piezoelectric ef-
fect of piezoelectric materials to produce ultrasonic
frequency vibration in the vibrator and uses the fric-
tion between the vibrator and the rotor to achieve the
rotor rotation, linear or multi-degree-of-freedom mo-
tion. Ultrasonic motors have the advantages of a sim-
ple structure, high power density, fast response, no
electromagnetic radiation, and high positioning accu-
racy (Zhao, 2011). Therefore, more and more scholars
have explored and researched them from the aspects
of structure design, drive control principle and fric-
tion materials, and have achieved certain results (Tian
et al., 2020; Makarem et al., 2021; Li et al., 2019;
Puoza, Sakthivelsamy, 2021; Wang et al., 2020).
Now ultrasonic motors have been successfully applied

in precision positioning systems, micro-robotic sys-
tems, aerospace engineering, biological engineering and
other high-tech industrial settings (Liu et al., 2022;
Olsson et al., 2016; Mishra et al., 2018; Wang, Xu,
2017; Oh et al., 2009).

Ultrasonic motors can be divided into standing
wave ultrasonic motors and traveling wave ultrasonic
motors from the point of view of vibration charac-
teristics. In commercial applications, the latter are
widely used because of their high efficiency and sim-
pler drive control. From the viewpoint of a motion out-
put, they can be divided into rotary, linear and multi-
degree-of-freedom ultrasonic motors (Ryndzionek,
Sienkiewicz, 2021). Among them, rotary ultrasonic
motors are more well developed and the technology
is more mature. Among various types of ultrasonic
motors, squiggle and in-plane bending travelling wave
ultrasonic motors are often suitable for miniaturiza-
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tion and integration (Xu et al., 2021; Lu et al., 2020;
Mashimo, Oba, 2022; Li et al., 2021).

An important factor affecting the application of the
ultrasonic motor is the overall structural size. There-
fore a millimeter scale thick film rotating traveling
wave ultrasonic motor based on the chemical mechani-
cal thinning and polishing process is proposed (Zhang
et al. 2022). The vibration mode of the motor is the
B02 mode under the resonant frequency of 26.2 kHz.
The motor can achieve stable bidirectional rotation un-
der the excitation of four sinusoidal voltages. More-
over, when the excitation voltage is 50 Vp−p, the max-
imum speed can reach 766 rpm under the preload
force of 0.686 mN. A miniature flat cross-shaped rotat-
ing ultrasonic motor was designed and manufactured
(Čeponis et al. 2020). The motor rotates the rotor
by exciting the first-order in-plane bending vibration
of the cross-shaped vibrator. The results of the exper-
imental study show that the motor has a maximum
speed of 972.62 rpm at a peak-to-peak of 200 V when
a preload force of 22.65 mN is applied. The minia-
ture cross-shaped motor can be mounted directly to
a printed circuit board or integrated into other sys-
tems with a limited installation space.

The oblate-type ultrasonic motor, extensively de-
sired in small-scale robotics, fuzing, and biomedical
technology, however, has not obtained abundant devel-
opment. A flat ultrasonic micro-motor with multilayer
piezoelectric ceramics and a chamfered driving tip is
proposed in order to realize a low-voltage drive for ul-
trasonic motors (Zhao et al. 2016). The vibrator is fab-
ricated with a multilayer piezoelectric ceramic glued to
a copper ring with a thickness of 0.5 mm. There are six
driving tips on the copper ring as a whole. The driving
tips are chamfered in the proper direction and their
height is 1 mm. The motor can work smoothly and
reach a rotation speed of about 2000 r/min at a volt-
age amplitude of 20 Vp−p. It shows the characteristics
of high speed and low load capacity.

As can be seen from the above-mentioned articles,
many authors have paid attention to motor miniaturi-
zation and structural innovations. Therefore, this pa-
per proposes an internal cone type rotating traveling
wave ultrasonic motor, which consists of an internal
cone type vibrator and a tapered rotor, and uses fric-
tion to drive the rotor in a rotational motion. The in-
ternal cone type vibrator and the tapered rotor are in
trapezoidal teeth contact with each other, which facil-
itates the smooth operation of the motor while having
a large output speed and an output torque.

2. Ultrasonic motor structure
and working principle

2.1. Ultrasonic motor structure

The structure of the internal cone type ultrasonic
motor vibrator is shown in Fig. 1. The internal cone

a)

b)

Fig. 1. Structure of ultrasonic motor: a) 3D model of the
motor; b) main geometrical parameters of the vibrator.

type vibrator is based on a cylindrical structure with
a tapered hole inside. Several uniform inner trapezoidal
teeth are designed inside the cylinder, which is con-
ducive to enlarging the amplitude of the inner sur-
face in the circumferential direction. The number of
teeth in the vibrator is 45, and the width of the tooth
slot is 0.2 mm. Four rectangular piezoelectric ceramic
sheets of 8× 4× 1 mm are pasted on the outer surface
of the internal cone type vibrator. The diameter of the
outer cylindrical surface of the internal cone type vi-
brator of the rotating ultrasonic motor is set to 30 mm.

In Fig. 1, the tapered rotor of the motor and the in-
ternal cone type vibrator are in contact with the bevel
tooth surface, which is very different from the point
contact structure in the contact process between the
vibrator and the rotor of the previous motor, which
can ensure the stable contact between the vibrator
and the rotor and reduce energy loss. And it dissipates
heat well, as well as it avoids the problems of unstable
operation and small driving torque of the ultrasonic
motor in the past. The polarization directions of the
two groups of piezoelectric ceramic sheets are shown
in Fig. 1.
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2.2. Bending vibration of cylindrical shells

The piezoelectric oscillator described in this paper
is a thin-walled structure, and its vibration modes can
be analyzed by using the cylindrical shell vibration the-
ory. The coordinate system of the cylindrical shell is
shown in Fig. 2, which is the radial coordinate, the
angular coordinate and the axial coordinate. It is as-
sumed that the vibration displacement is tangential
and radial. The displacement distribution of the in-pla-
ne vibration mode of the cylindrical shell is a constant
along the axial direction (axis), and the displacement
distribution along the radial direction (axis) is also
considered as a constant due to the thin-walled struc-
ture, so each displacement component is a function of
the angular coordinate. Soedel (2004) proposed the
equation for the in-plane free vibration of a cylindrical
shell:

∂2x

∂θ2
+
δy

δθ
+ k (

∂2x

∂θ2
−
∂3y

∂θ3
) = −

R2

K
ρh
∂2x

∂t2
, (1)

∂x

∂θ
+ y − k (

∂3x

∂θ3
−
∂4y

∂θ4
) = −

R2

K
ρh
∂2y

∂t2
, (2)

where K = E
(1−µ2) is the short cylinder stiffness, k = h2

12R2

is the short cylinder correlation constant, h is the ra-
dial thickness, R is the neutral plane radius, ρ is the
material density, µ is the material Poisson’s ratio, E is
the material Young’s modulus.

Fig. 2. Coordinates of cylindrical shells.

According to the periodicity of the ring structure,
there are solutions of the following form:

(
xn1

yn1

) = An1 (
sinnθ

Bn cosnθ
) cosωt, (3)

(
xn2

yn2

) = An2 (
cosnθ

−Bn sinnθ
) cosωt, (4)

where ω is the circular frequency of the short cylin-
der, An1, An2, Bn are the amplitude coefficients. The
aforementioned formula is substituted into the vibra-

tion equation to obtain:
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Solving Eq. (5) yields:
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2
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Combining Eqs. (3) and (4) yields:

Bn1 =
ρhω2

n1R
2 − n2K(1 + k)

Kn(1 + n2k)
, (8)

Bn2 =
ρhω2

n2R
2 − n2K(1 + k)

Kn(1 + n2k)
, (9)

where ωn1 is the intrinsic frequency of the n-th-order
in-plane expansion mode, ωn2 is the intrinsic frequency
of the n-th-order in-plane bending mode. Bn1, Bn2 are
the in-plane bending modes of the short cylinder.

2.3. Principle of operation

Figure 3 shows the working principle of the in-
ner cone ultrasonic motor proposed in this paper. The
internal cone type vibrator structure has a certain
symmetry. When the two-phase piezoelectric ceramic
sheets arranged at 90○ intervals are excited by the sine
and cosine excitation voltages, respectively, the vibra-
tor will generate a third-order bending resonance, and
the vibrator will be excited:

wA = W cosnθ cosωt, (10)

wB = W sinnθ sinωt. (11)

Fig. 3. Working principle of internal cone type ultrasonic
motor.
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A and B two-phase standing waves are superimpo-
sed on the vibrator to obtain bending traveling waves:

w = wA +wB =W cos (nθ − ωt) , (12)

where W is the amplitude of the vibration of the A
and B phases, n is the modal order of the bending
vibration, θ is the angular coordinate along the cir-
cumferential direction, ω is the natural frequency of
the third-order bending mode.

For the third-order bending mode, the two-phase
ceramic sheets are separated by three-quarter wave-
lengths in this paper. When the two standing waves
with equal amplitudes excited by the two modes A
and B have a phase difference of π/2 in time, they will
be superimposed on the internal cone type vibrator
to form a traveling wave running in the circumferen-
tial direction. After the traveling wave is formed on
the internal cone type vibrator, the two orthogonal in-
plane third-order bending modes of the same frequency
are superimposed on each other to generate an ellip-
tical motion trajectory on the particle on the inner
tooth surface. Finally, under the action of a certain
pre-pressure, the rotary motion of the tapered rotor
is realized through the friction coupling between the
inner teeth and the tapered rotor.

3. Finite element simulation
of piezoelectric vibrator

In this paper, modal and harmonic response analy-
ses were performed with the help of the ANSYS finite
element software to design and build an internal cone
type vibrator model. Figure 4 shows the two third-
order bending vibration patterns of the designed ta-
pered vibrator under free boundary conditions.

a) b)

Fig. 4. Third-order bending mode of piezoelectric vibrator:
a) B03 A-phase mode; b) B03 B-phase mode.

In selecting the vibrator vibration mode, the modal
analysis results show that the vibrator is not only or-
thogonal but also similar in frequency in the third-
order bending resonance mode. At the same time, the
amplitude of the low-order mode is larger than that of

Table 1. Properties of the piezoelectric ceramic sheet.

Ceramic
Piezoelectric strain

factor d33
[pC ⋅N−1]

Relative
permittivity

εr

Planar electromechanical
coupling coefficient kp

[%]

Thickness electromechanical
coupling coefficient kt

[%]

Mechanical
quality

factor Qm

PZT-81 300 1350 0.58 0.50 1000

the high-order mode in terms of vibration strength,
so the low-order mode is usually chosen. Finally, the
two orthogonal third-order bending modes of the piezo-
electric vibrator are selected to have intrinsic frequen-
cies of fA = 22959.7 Hz and fB = 22960.8 Hz.

In order to ensure that the vibrator does not have
interference modes in a certain wide working frequency
band, the ANSYS finite element software is used to
analyze the harmonic response of the ultrasonic motor
vibrator. An excitation signal with a peak value of 40 V
and the frequency range of 20000 Hz to 25000 Hz was
applied to the two sets of ceramic sheets, respectively.
The amplitude-frequency characteristics of the vibra-
tor are obtained through the analysis and solution of
the post-processing module of the ANSYS finite ele-
ment software. The amplitude displacement peak ap-
peared at the frequency of 22960 Hz, and no other am-
plitude displacement peaks appeared in the frequency
range 20000∼25000 Hz. The results show that the vi-
brator has no interference mode in the frequency range,
which verifies that the motor has good stability in
a wide frequency band. The analysis results of the A
and B phases are shown in Fig. 5.

r-direction
z-direction

Fig. 5. Harmonic response analysis of vibrator.

4. Experimental study of ultrasonic motor

4.1. Prototype ultrasonic motor

The prototype of the cone type ultrasonic motor
was made according to the structural dimensions given
in Fig. 1. The vibrator material is 45# steel (high
quality carbon structural steel with a carbon content
of 0.45%), and the motor vibrator is boiled black in
order to prevent the vibrator from being corroded
by long working hours. Under certain pre-pressure,
four rectangular PZT-81 piezoelectric ceramic sheets
polarized along the thickness direction were attached
to the four positioning slots on the outer cylindrical
surface of the vibrator using epoxy resin. The length of
PZT-81 piezoelectric ceramic sheet is 8 mm, the width
is 4 mm, and the thickness is 1 mm. The detailed
parameters are shown in Table 1. The bottom edge
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of the rectangular piezoelectric ceramic sheet is aligned
with the end of the small aperture of the vibrator.
In order to reduce the wear on the vibrator during
the long working hours of the motor, the tapered rotor
material is 2A12 (series 2 aluminum alloy with serial
number 12) with a weight of 10 g. The prototype is
shown in Fig. 6.

Fig. 6. Photograph of internal cone type ultrasonic motor
principle prototype.

4.2. Ultrasonic motor vibrator test experiment

The vibration characteristics of the internal cone
type vibrator were tested by the arbitrary wave-
form/function signal generator Tektronix AFG320, the
2713 Power Amplifier from B&K Denmark, the Ger-
many Polytec OFV-505/5000 Laser Vibrometer, the
multi-channel high frequency digital storage oscillo-
scope Agilent DS06014A and the precision vibration
isolation platform as shown in Fig. 7. The frequency
sweep test was carried out on the amplitude distribu-
tion of the midpoint P of the tooth structure end face
of the inner tooth surface of the vibrator, as shown in
Fig. 8.

Laser vibrometer

v

v
i p

Fig. 7. Photograph of the experimental test instrument.

Fig. 8. Amplitude and frequency characteristics
of the vibrator near the resonance point.

The experimental results show that the resonance
frequencies of the two third-order bending modes of
the vibrator are 22248.5 Hz and 22260 Hz, respectively,
while the resonance frequencies obtained by modal
analysis are 22959.7 Hz and 22960.8 Hz, respectively.
The frequency difference between the two is 711.7 Hz
and 700.8 Hz respectively, and the errors are 3.09% and
3.05%, respectively. The frequency of the third-order
bending mode is basically consistent with the numeri-
cal simulation results of ANSYS software. The vibrator
has no other interference modes in the frequency range
of 20000∼25000 Hz.

The amplitude distribution of the midpoint P of
the tooth structure end face of the inner tooth sur-
face of the vibrator was tested by a vibration testing
instrument. The actual vibration measurement results
are shown in Fig. 9. When the excitation frequency is
22260 Hz, the in-plane third-order bending mode of the
vibrator can be well excited, and the vibrator can re-
alize the expected traveling wave motion, which also
proves the feasibility of the motor.

°

Fig. 9. 360○ amplitude distribution of piezoelectric vibrator.

4.3. Ultrasonic motor vibrator test experiment

The output characteristics test rig was built
(Fig. 10). The output characteristics of the motor
are experimentally tested when the excitation voltage
peak-to-peak value is 300 V and the excitation fre-
quency is 22260 Hz using the multi-function driver. In
the experimental test, a photoelectric tachometer was
used to measure the rotational speed of the tapered
rotor under different excitation voltages. When the ex-
citation voltage peak-to-peak value is 300 V, the pre-
pressure is 0.1 N, the excitation frequency is 22260 Hz,
and the excitation voltage is increased to 300 V, the
no-load speed of the ultrasonic motor can reach up to
441.2 rpm, as shown in Fig. 11.



378 Archives of Acoustics – Volume 48, Number 3, 2023

Fig. 10. Photograph of the output characteristics test rig.

Fig. 11. No-load speed at different excitation voltages.

In the experimental test of torque and rotational
speed, the magnitude of the torque is adjusted by lift-
ing weights of different masses by the tapered rotor,
while the rotational speed is still measured with a pho-
toelectric tachometer. When the peak-to-peak value
of the excitation voltage is 300 V, the pre-pressure
is 0.1 N, and the excitation frequency is 22260 Hz,
the motor speed decreases smoothly with the increase
of torque, which is approximately linear. The maxi-
mum output torque of the motor is 1.06 N ⋅mm, as
shown in Fig. 12.

Fig. 12. Motor speed at different torques.

4.4. Ultrasonic motor pre-pressure analysis

The optimum ultrasonic motor pre-pressure depends
on the design parameters and operating torque of the
motor. When assembling a motor, choosing different
pre-pressure for specific operating conditions and load

torques will positively affect its efficiency and perfor-
mance. The test was performed with the output char-
acteristics test rig above (Fig. 10). The platform is ca-
pable of applying loads and pre-pressure forces and tes-
ting the corresponding speeds. In the experimental
tests of pre-pressure, load torque and rotational speed,
the pre-pressure was adjusted by changing the weight
and load of the tapered rotor. The torque is regulated
by tapered rotors that lift different masses, while speed
is still measured by a photoelectric tachometer.

The motor speed decreases as the load torque in-
creases until the motor is locked. On the other hand,
the motor speed increases as the pre-pressure increases
and then decreases, as shown in Fig. 13. As can be
seen from the figure, the pre-pressure and load torque
do not affect the motor speed independently; the cou-
pling between pre-pressure and load torque is as fol-
lows: as the load torque increases, the value of the op-
timal motor pre-pressure corresponds to the inflection
point of the speed increase.

Fig. 13. Relationship between the experimentally found
motor speed, pre-pressure, and load torque.

At present, the speed regulation methods of ul-
trasonic motors mainly include frequency regulation,
voltage regulation, and phase regulation. The existing
speed regulation methods often have the problem of
coupling the speed and torque, as well as the narrow
adjustment range. For such problems, we propose to
change the pre-pressure speed regulation scheme and
conduct a pre-pressure speed regulation experiment for
this motor. According to the experimental results, the
relationship between motor speed and pre-pressure un-
der different loads can be obtained, as shown in Fig. 14.

As can be seen from Fig. 14, the motor speed in-
creases and then decreases with increasing pre-pressure
for all cases with different load torques. By using this
monotonic relationship fragment before and after the



Y. Chen et al. – Design and Experiments of a New Internal Cone Type Traveling. . . 379

Fig. 14. Relationship between speed and pre-pressure under
different loads.

pre-pressure reaches a specific value, the motor speed
can be adjusted. In addition, for fast speed regulation
and to avoid non-monotonic relationship in speed reg-
ulation, the pre-pressure should be gradually increased
from the left side for small load torque and gradually
decreased from the right side for large load torque un-
til the motor reaches the desired speed. The dashed
line marks the trend of the pre-pressure correspond-
ing to the maximum speed of the motor at different
load torques. It can also be seen that there is no sud-
den blocking of the motor when increasing the pre-
pressure; theoretically a full range of speed regulation
can be achieved.

5. Conclusion

With the help of the ANSYS finite element soft-
ware, a parametric model of an internal cone type
rotating traveling wave ultrasonic motor with trape-
zoidal teeth was established. The modal analysis and
harmonic response analysis of the motor vibrator were
carried out, and the structural parameters and working
modes were determined. A prototype was fabricated,
and the vibration characteristics of the motor vibrator
were tested by the laser vibration measurement sys-
tem, and the excitation frequency of the two orthogo-
nal modes with the same frequency was 22260 Hz. An
output performance test device was built, and the out-
put characteristics of the prototype were tested exper-
imentally. The prototype runs stably, has a high-speed
output, and has good motion and power adjustment
characteristics. When the excitation voltage peak-to-
peak value is 300 V, the pre-pressure is 0.1 N, and the
excitation frequency is 22260 Hz, the maximum out-
put torque of the ultrasonic motor is 1.06 N ⋅mm, and
the maximum no-load speed is 441.2 rpm. The optimal
pre-pressure of the motor under different loads is stud-
ied and analyzed. There is a coupling relationship be-
tween the influence of pre-pressure and load torque on
the speed of the ultrasonic motor. Adjusting the pre-
pressure according to the load and rotational speed can
improve the output efficiency of the ultrasonic motor.
This has important implications for the practical use
of this ultrasonic motor.
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Sound insulation of the finite double-panel structure (DPS) inserted with a cylindrical shell array is inves-
tigated by varying the sound incidence direction to improve its applicability. The effects of the vibro-acoustic
characteristics of its constituents on the sound transmission loss (STL) are estimated in one-third octave bands
from 20 Hz to 5 kHz for different incidence conditions. It shows that the first acoustic mode in the direction par-
allel to two panels (longitudinal modes) produces both the sudden variation of sound insulation with frequency
and a large dependency on the incidence angle. Mineral wools are placed on two boundaries perpendicular to
the panels, and the sound insulation is explored for different thicknesses of the porous materials. An absorbent
layer with a certain thickness (more than 30 mm in our work) sufficiently eliminates the longitudinal mode,
resulting in the improvement in the sound insulation by more than 15 dB and the decrease of its large varia-
tion with incidence direction. STLs with varying shell thicknesses are also assessed. It shows that the natural
vibrations of the thin shells can give an enhancement in sound insulation by more than 10 dB in the frequency
range of 1600–3700 Hz, corresponding to constructive interference.
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1. Introduction

It was first found experimentally in 1995 that
the periodic arrangement of scatterers gives a high
acoustic attenuation in the frequency range centered
around Bragg’s frequency (Martínez-Sala et al.,
1995). Since then, several studies have been performed
to control the noise using a cylindrical solid array.

The acoustical band structure of the regularly ar-
ranged solid cylinders in the free field was predicted
by the plane wave expansion (PWE) method (Chen,
Ye, 2001; Romero-García et al., 2011) and multi-
ple scattering theory (MST) (Krynkin et al., 2011)
and validated experimentally. Martínez-Sala et al.
(2006) conducted a free field measurement on the tree
arrangement similar to the periodic lattice and showed
that it behaves like a sonic crystal (SC), its acoustic
attenuation is higher than those for the ordinary forest
and grass in the frequency range below 500 Hz, and it
has the practical possibility to be used as a green noise

barrier. Sound attenuations through the solid cylin-
der arranged in periodic arrays were investigated us-
ing the coupling of Bragg-type reflection and the sound
absorption caused by placing the absorbents, such as
porous material, on the scatterers or filling the gaps be-
tween them (Umnova et al., 2006; Sánchez-Dehesa
et al., 2011).

Inserting an SC between two panels can improve
the sound insulation of the structure in the audible
frequency range. Tang (2018) reported that installing
cylinder columns into a plenum window gave rise to
a broadband improvement in noise reduction. The au-
thor also investigated the effect of parameters such as
the number and location of columns, lattice arrange-
ment, and so on. Gulia and Gupta (2018) estimated
the individual and coupling effects of SC and porous
material inserted into double-panel structure (DPS)
and found that the coupling of two elements gave the
highest sound insulation. Kim (2019a) extended the
work of Gulia and Gupta (2018) to the triple-panel
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structure and showed that it exhibited higher sound in-
sulation than DPS with the same total thickness and
mass over the entire frequency range, even giving a po-
tential to reduce the overall weight.

Using the local resonance effect is one way to re-
duce sound transmission in the low-frequency range
or in the frequency range of interest without increas-
ing the thickness and weight. Chalmers et al. (2009)
suggested two types of SCs comprised of C-shaped
Helmholtz resonators: the first is simply mixing two
columns with different resonance frequencies, and the
second is the arrangement of concentric resonators.
Elford et al. (2011) presented a six concentric Ma-
tryoshka configuration of slit cylinders. Simulation
results demonstrated the overlapping of the individual
resonance peaks in the low-frequency range and the
broadening of the resonant band gap. Local resonant
SCs comprised of thin elastic shells were also presented,
in which the breathing mode resonance of the shell
was used. Krynkin et al. (2010) showed that the
periodic arrangement of the thin elastic shells made
of soft rubber exhibits a wide band gap due to the
axisymmetric resonance in the shell. Fuster-Garcia
et al. (2007) demonstrated experimentally the resonant
behavior of an array formed with pressurized gas-filled
balloons and the possibility of achieving a full band gap
in a desired frequency range. Chong (2012) presented
a study on the sound insulation of a noise barrier con-
sisting of a concentric arrangement of an outer 4-slit
rigid cylinder and an inner elastic cylindrical shell.

Local resonant SCs were applied to the multiple-
panel structure to enhance the sound insulation. Kim
(2019b) proposed an array of C-shaped scatterers
with different Helmholtz resonance frequencies and
showed that the DPS with the array gave a relatively
wide band gap in the low-frequency range. Gulia and
Gupta (2019) showed that coupling the effects of the
local resonant SC and porous material in the triple
panel gave better sound transmission loss (STL) in the
low-frequency range as well as in the high-frequency
range. Kim et al. (2021) formed the resonant band gap
in the low-frequency range by using the local resonant
SC comprised of slot-type resonators, in which the
slots were elongated into the cavity and had different
depths.

Normal incidence condition is usually applied to the
inlet of SC for numerical and analytical research, in-
cluding the calculation of the acoustic band structure,
the prediction of STL and the optimization. In addi-
tion, its dimension is considered infinite and the peri-
odicity condition is used to reduce the computing cost.
For the cylindrical scatterers, sound hard condition is
applied to their surfaces, leading to no accounting for
the effect of shell vibration on the sound propagation.

In this work, variation of the sound insulation
through a DPS with a periodic arrangement of cylin-
drical shells is systematically investigated with vary-

ing the incidence angle of sound waves. Particularly,
the dependency of sound insulation on the incidence
direction is analyzed in relation to the acoustic mode
of the finite air cavity. By weakening the longitudi-
nal acoustic mode using the sound-absorbing material
of a certain thickness, the large variation in STL with
frequency is eliminated and the sound insulation is im-
proved. Varying the shell thickness, the sound insula-
tions are estimated in the frequency range where the
scattered waves interfere constructively. Structural and
acoustical characteristics of the entire structure and its
constituents are analyzed using the VA One v.2015
software for analysis and design of vibro-acoustic sys-
tems.

2. Numerical modeling

A schematic diagram of DPSs with a periodic ar-
rangement of the cylindrical shells is shown in Fig. 1.
Figure 1a presents the DPS without any sound ab-
sorbent and Fig. 1b shows the one with the absorbent
on two boundaries in the longitudinal direction (upper
and lower in the figure).

a) b)

Fig. 1. DPSs with a cylindrical shell array:
a) without absorbent; b) with absorbent.

Cylindrical shells are arranged on a 7× 3 square lat-
tice, and they are inserted between two parallel panels,
as shown in Fig. 1. Distance between the two centers
of the neighboring shells (lattice constant) is 40 mm
and the outer diameter of the shell is 35 mm. The left
side of the DPS is the aluminum panel with a thickness
of 4 mm, and the right side is the plywood panel with
a thickness of 5 mm. Cylindrical shells are considered
to be made of aluminum. The sound speed in air is
c0 = 343 m/s, the density of air ρ0 = 1.25 kg/m3, and
the material properties of aluminum and plywood are
presented in Table 1.

Table 1. Material properties of aluminum and plywood.

Density
[kg/m3]

Young’s modulus
[GPa]

Poisson’s ratio

Aluminum 2700 71 0.33
Plywood 700 6 0.25
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Table 2. Non-acoustic properties of mineral wool.

Flow resistivity
[N ⋅ s/m4]

Porosity Tortuosity Viscous characteristic length
[m]

Thermal characteristic length
[m]

6× 104 0.95 3.2 5× 10−5 1.06× 10−4

The DPS is mounted in an infinite baffle and sound
waves are incident on the left side (i.e., aluminum panel
with a thickness of 4 mm). The acoustic velocity is zero
in the infinite baffle. The infinite air regions on both
sides of the DPS are modeled using the boundary ele-
ment method (BEM). Sound hard condition is applied
to the upper and lower boundaries of the air region
between the two panels. Sound waves are completely
reflected by such boundaries, and the particle velocity
perpendicular to the boundaries is zero as expressed
by Eq. (1) (Gulia, Gupta, 2018):

(−
∇p

ρ
) ⋅ n = 0, (1)

where p and n denote the sound pressure and normal
vector, respectively.

For harmonic excitation, the vibration displace-
ment of the panel can be expanded on the basis of
eigenfunctions ψmn, which satisfy the following equa-
tion (Bruneau, 2006):

(
∂4

∂x4
+ 2

∂4

∂x2∂y2
+
∂4

∂y4
− k2

mn)ψmn = 0, (2)

where k2
mn = ω

2
mnMs/B,Ms = ρph, B = Eh3/12(1−ν2),

ωmn, Ms, and B represent the natural angular fre-
quency, the mass per unit area and the bending stiff-
ness, respectively, and ρp, ν, h, and E are the density,
Poisson’s ratio, the thickness, and Young’s modulus of
the panel, respectively.

For the simply supported rectangular panel, the dis-
placement and bending moment are zero at the bound-
aries and the natural angular frequencies are as follows:

ωmn =

√
B

Ms
[(
mπ

w
)

2

+ (
nπ

l
)

2

], (3)

where w and l are the width and length of the panel,
respectively.

Because the identical shells are arranged periodi-
cally, a high and wide band gap is formed around the
Bragg frequency (Eq. (4)) due to the destructive inter-
ference of the scattered waves:

fB =
c

2a
, (4)

where a is the lattice constant and c is the sound speed
in air. On the contrary, the sound insulation around the
frequency corresponding to half the Bragg frequency
tends to get worse compared to that without the scat-
terer array due to constructive interference (Gulia,
Gupta, 2018; Kim, 2019a; Kim et al., 2021).

A porous material is one of the most widely used
absorbents for noise control. In this work, porous ma-
terials with different thicknesses were placed on the
upper and lower boundaries of the DPS. Mineral wool
is taken as a porous material and an equivalent fluid
model-limp porous model (Allard, Atalla, 2009) is
used to describe the sound propagation in the mineral
wool. The limp model of the porous material is valid
when the thin light foam is decoupled with an air gap
from a vibrating system. This model requires the evalu-
ation of the acoustic and non-acoustic (or microscopic)
properties. The acoustic property is sound absorbing
efficiency, while there are five non-acoustic properties,
including static airflow resistivity, porosity, tortuosity,
viscous characteristic length, and thermal characteristic
length.

Similar to other porous materials, the absorption
coefficient of mineral wool also increases with in-
creasing thickness. The density of the mineral wool
is 50 kg/m3, and its non-acoustic properties are pre-
sented in Table 2.

Harmonic analyses are performed to estimate STLs
in the 1/3 octave bands covering the range from 20 Hz
to 5 kHz. For the sake of reducing the computing cost,
two-dimensional analyses are conducted, considering
the length of shells to be large enough compared to the
outer diameter and thickness. Acoustical and struc-
tural constituents are modeled using the finite element
method (FEM), while the fluid medium (air) is mod-
eled using the BEM. STL is taken as the difference in
sound power levels at the 4 mm-thick aluminum panel
and the 5 mm-thick plywood panel.

3. Results and discussion

Figure 2 shows the STLs in 1/3 octave bands for
two cases of the incidence angles, 10 and 90○, between
the panel surface and the sound incidence direction.
For the incidence angles from 10 to 90○, STLs lie mainly
between the two curves. In the figure, STL for diffused
field incidence is also plotted.

The frequency range below 100 Hz can be consid-
ered as the stiffness-controlled portion in Fig. 2. The
range from 100 to 200 Hz corresponds to the first reso-
nances of the two panels. The first resonance frequen-
cies of two panels are 84.6 and 118.7 Hz, respectively,
leading to the high sound transmission in the frequency
range.

STLs increase rapidly for the frequency range over
4 kHz and then become higher than 110 dB at 5 kHz.
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Fig. 2. STLs in 1/3 octave bands.

This corresponds to the Bragg band gap due to the
periodic arrangement of cylindrical shells between two
panels with a lattice constant of 40 mm. According to
Eq. (4), the Bragg band gap is centered at 4287.5 Hz.

The sound insulation of the DPS gets higher when
the incidence angle increases, and the STL for the dif-
fused incidence falls approximately in between the val-
ues observed for two extreme cases (10 and 90○).

The variation width in STL with the incident an-
gle is shown in Fig. 3. The variation in STL is uni-
form around 7.5 dB in the frequency range from 20 to
250 Hz, but large above that. Especially it is partic-
ularly large in the frequency ranges of 250 to 630 Hz
and 2 to 4 kHz.
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Fig. 3. Variation width in STL as a function of 1/3 octave
band.

Since both the acoustic and structural elements of
the DPS have finite dimensions, there are acoustic and
structural eigenmodes in different directions.

Figure 4 shows the number of acoustic modes gener-
ated in the air region surrounded by cylindrical shells,
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Fig. 4. Numbers of acoustic modes in 1/3 octave bands.

two parallel panels, and upper and lower boundaries.
There is no acoustic mode in the frequency range be-
low 400 Hz, and one mode exists in the 1/3 octave
band with a center frequency of 500 Hz. For the fre-
quencies above 1 kHz, the number of acoustic modes
increases gradually, reaching a maximum of 11 in the
band centered at 2500 Hz. Then, it decreases rapidly
and becomes zero again at 5 kHz.

There are three types of acoustic eigenmodes:
transverse, longitudinal, and coupled ones. Figure 5
shows four natural acoustic modes with frequencies of
469.9, 929.9, 1079.2, and 1182 Hz, respectively.

a) b)

c) d)

Fig. 5. Acoustic modes: a) 469.9 Hz; b) 929.9 Hz;
c) 1079.2 Hz; d) 1182 Hz.

In the figure, 469.9 Hz corresponds to the first longi-
tudinal mode, 929.9 Hz to the second longitudinal mode,
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1079.2 Hz to the first transverse mode, and 1182 Hz to
the coupled mode. Such acoustic modes provide differ-
ent contributions to sound transmission through the
DPS according to the incidence angle.

For a given incidence angle of 10○, four acoustic
modes are suppressed one after another and the re-
sults are presented in Fig. 6. As presented in the figu-
re, suppressing the first longitudinal mode eliminates
the large fluctuations in sound insulation in the range
from 250 to 630 Hz and STL increases monotonically.
Considering the fact that the first longitudinal mode is
in the range from 250 to 630 Hz, it can be seen that the
large reduction and strong fluctuation in sound insula-
tion are caused by the first eigenmode. The more the
incident sound wave is inclined, the stronger the exci-
tation of the first longitudinal mode becomes. Then,
the scattering of sound waves by the cylindrical shells
becomes stronger, resulting in an increase in sound en-
ergy radiated from the output surface of the DPS.
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Fig. 6. STLs in 1/3 octave bands for an incidence angle
of 10○.

For the other cases of 929.9, 1079.2, and 1182 Hz,
the sound insulation is improved by about 1 dB in the
frequency range from 630 to 1250 Hz and there is no
change in STL in the remaining range. As shown in
Fig. 4, there are a relatively large number of natu-
ral acoustic modes in the frequency range from 2 to
4 kHz, so it can be understood that the addition of ef-
fects of the individual modes results in a large variation
in STL in the frequency range. From these behaviors,
it can be concluded that, for a sound wave obliquely
incident on the boundary of DPS, the first longitudi-
nal acoustic mode produces the largest influence on its
sound insulation. On the other hand, the influences of
the remaining modes are very small compared to that
of the first longitudinal mode.

In order to eliminate the remarkable variation and
reduction in STL in the frequency range from 250
to 630 Hz, it is necessary to reduce the intensity of

the first longitudinal mode using the sound-absorbing
materials. To confirm this, mineral wools with non-
acoustic properties, as shown in Table 2, are placed
on the upper and lower boundaries, as in Fig. 1b, and
then STLs are evaluated for three different thicknesses
of mineral wool. The absorption coefficients of the min-
eral wool are shown in Fig. 7.

a)

1/3 octave center frequency [Hz]

α

b)

1/3 octave center frequency [Hz]

α

c)

1/3 octave center frequency [Hz]

α

Fig. 7. Absorption coefficient of mineral wool thickness:
a) 10 mm; b) 20 mm; c) 30 mm.

Similar to other porous materials, the sound ab-
sorption coefficient of mineral wool is very small at
low frequencies and relatively great at high frequen-
cies. As shown in Fig. 7, the absorption coefficient
is smaller than 10% at frequencies below 500 Hz for
a thickness of 10 mm. With increasing thickness, the
absorption peak shifts towards the lower frequencies,
and for a thickness of 30 mm, the absorption coefficient
is greater than 10% at 200 Hz and increases rapidly be-
yond that frequency.

Figure 8 shows STLs with various thicknesses of
mineral wool for an incidence angle of 10○.

Increasing the absorbent thickness not only reduces
the unexpected fluctuation in STL with frequency, but
also significantly enhances the sound insulation in the
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Fig. 8. STL with various thicknesses of absorbing material
for an incidence angle of 10°.

frequency range of interest. Especially, the sound in-
sulation for a thickness of 30 mm is higher than that
without absorbing materials approximately at all the
bands and the variation width in SPF with the inci-
dence angle decreases to less than 10 dB.

Figure 9 shows STLs with varying thicknesses
of the mineral wool for diffused field incidence. Similar
to the above case of the incidence angle of 10○, placing
the absorbent of thickness 30 mm improves the overall
sound insulation and completely eliminates the abrupt
change in STL in the frequency range from 250 to
630 Hz. From these results, it can be concluded that
the variation in STL through DPS with the incidence
direction of a sound wave is primarily caused by the
longitudinal acoustic modes in the direction parallel to
the panel surface of DPS. And a certain thickness of
absorbent is required not only to decrease the strong
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Fig. 9. STL with various thicknesses of absorbing material
for diffused incidence.

dependency of STL on the incidence angle but also to
improve the overall sound insulation.

The cylindrical shell can be made either of polyvi-
nyl chloride (PVC) or sheet metal. In the case of cylin-
drical shells with finite thickness, they will oscillate by
acoustic loading and consequently would have some
influences on the sound propagation through DPS.

Figure 10 shows the overall sound power transmit-
ted through the DPS in the frequency range from 20 Hz
to 5 kHz when the thickness of the cylindrical shell,
made of aluminum, varies from 0.2 to 2 mm. The sound
wave is diffusely incident on the DPS and the amplitu-
de of the sound pressure in all directions is 1 Pa.
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Fig. 10. Overall transmitted sound power as a function
of shell thickness.

In Fig. 11, the overall transmitted sound power is
a maximum for the shell thickness of 0.4 mm and ap-
proximately decreases with increasing the shell thick-
ness. It has little variation above 1.4 mm, which means
that vibration displacement can be regarded as almost
zero for acoustic loading. Although the overall trans-
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Fig. 11. STLs with various shell thicknesses.
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mitted sound power varies with the shell thickness,
its variation width is negligibly small on a logarith-
mic scale (about 0.15 dB). But, the individual ones in
1/3 bands might be significantly different from each
other when the shell thickness varies.

Figure 11 shows STLs for three cases with shell
thicknesses of 0.2, 0.4, and 1 mm. STL for the DPS
with perfectly fixed shells is also shown in the figure.
Differences in the STLs between the four cases are
small except in the frequency ranges below 1600 and
above 3700 Hz, where the sound insulation varies
greatly with the shell thickness and is lower than those
in the two adjacent frequency bands, even lower than
that without the shell array. This result was already
reported in previous research (Gulia, Gupta, 2018;
2019; Kim, 2019a; Kim et al., 2021).

The reason for this is that the range is around the
frequency at which the lattice constant is equal to 1/4
of the wavelength and thus the acoustic waves scat-
tered by periodic cylindrical shells constructively in-
terfere with each other.

In the figure, the sound insulation in the frequency
range from 1600 to 3700 Hz is the highest for the
shell thickness of 0.4 mm, and it is up to 10 dB higher
than the other cases in the frequency range.

The natural frequencies in the entire frequency
range from 20 Hz to 5 kHz are shown in Table 3 for
different shell thicknesses. In all the cases, the cylin-
drical shells exhibit one or two natural frequencies in
the frequency range from 1600 to 3700 Hz.

Table 3. Natural frequencies of shells with various shell
thicknesses.

Shell thickness
[mm]

Natural frequency
[Hz]

0.2 431, 1220, 2344, 3796
0.4 852, 2413, 4634
0.6 1269, 3593
0.8 1685, 4769
1 2100

As shown in Fig. 11, the even-order mode (2413 Hz
for shell thickness of 0.4 mm) disturbs the construc-
tive interferences of the acoustic waves scattered by the
shells, resulting in an improvement of the sound insu-
lation in the frequency range from 1600 to 3700 Hz. On
the contrary, the odd-order modes (2344 Hz for shell
thickness of 0.2 mm and 2100 Hz for shell thickness of
1 mm) exhibit no improvements in the sound insula-
tion; instead, they negatively contribute to the sound
insulation, as shown in Fig. 11.

4. Conclusions

The effects of the structural and acoustic modes
on sound transmission through a finite-size DPS were

evaluated and analyzed. For the inclined incidence,
STLs strongly vary around the frequency (489.9 Hz
in this work) corresponding to the first longitudinal
mode in the direction parallel to the panel surface of
DPS, resulting in poor sound insulation. The variation
in the sound insulation with incidence angle is also the
largest around that frequency. With varying the inci-
dence angle of sound waves from 10 to 90○, the sound
insulation changes within 7 to 8 dB in most 1/3 octave
bands, but it has a variation width of even more than
25 dB in some bands around that frequency. The first
longitudinal acoustic mode gives the largest effect on
the sound insulation and those of the other acoustic
modes are very small. Placing the mineral wool of a cer-
tain thickness (30 mm in this work) on two longitudi-
nal boundaries can significantly suppress the intensity
of the first longitudinal acoustic mode. This exhibits
a reduction of the variation in STL with an incident
angle to less than 10 dB and an increase of the sound
insulation by more than 15 dB in the frequency range
around the mode (250 to 630 Hz in this work). Cylin-
drical shells can have their natural vibration modes
in the frequency range where the sound waves scat-
tered by the shells interfere constructively. Even-order
modes of them behave to disturb the constructive in-
terferences of the scattered waves, which can greatly
enhance the sound insulation through the DPS in the
frequency range (1600 to 3700 Hz in this work). On
the other hand, the odd-order modes have negative ef-
fects on sound insulation.
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1. Introduction

One of the most powerful methods in dealing with
nonlinear and non-stationary time series is the Hilbert–
Huang transform (HHT), introduced by Huang et al.
(1998). The HHT procedure consists of two parts.
At the first step, the empirical mode decomposition
(EMD) process adaptively decomposes a complicated
multi-component signal into sets of mono-component
intrinsic mode functions (IMFs), which can admit well-
behaved Hilbert transform. In the second step, the
Hilbert spectral analysis (HSA) is performed on each
IMF and the instantaneous amplitude and frequency
of all IMFs are computed.

The major deficiency of the traditional EMD is the
mode mixing phenomenon, which is defined as the ap-

pearance of signals at very different scales in one IMF
or the distribution of a specific scale signal among dif-
ferent IMFs. Some researchers have proposed creative
approaches to solve this problem, including ensemble
empirical mode decomposition (EEMD) (Wu, Huang,
2009), complete ensemble empirical mode decomposi-
tion (CEEMD) (Yeh et al., 2010), complete ensem-
ble empirical mode decomposition with adaptive noise
(CEEMDAN) (Torres et al., 2011), ensemble noise-re-
constructed EMD method (ENEMD) (Yuan et al.,
2013), high-fidelity noise-reconstructed empirical mode
decomposition (HNEMD) (Yuan et al., 2022), EMD
manifold (Wang et al., 2020), and other.

EMD is an iterative process with interpolation as
its central part. At each step of the iteration, all local
maxima and minima of the signal are obtained and
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then interpolated to construct the envelope curves.
Although the above-mentioned methods have shown
great improvement in the mode mixing problem, uti-
lizing maxima and minima as the interpolation points
remains an unchanged rule among them. Little re-
search has been so far carried out on utilizing other
interpolation points to construct envelope curves in
the EMD process, so further studies are still needed
in this area. Since there is no difference between the
traditional EMD, EEMD, and CEEMD methods in
terms of the selection of extrema as the interpolation
points, this paper only focuses on the traditional EMD
method. Furthermore, the traditional EMD has an-
other advantage, i.e., the main signal is not repeatedly
affected by different random noises.

By using the genetic algorithm, Kopsinis and
McLaughlin (2007; 2008) showed that the perfor-
mance of EMD will be improved if envelope curves
pass through the extrema of the highest instantaneous
frequency component of the signal instead of the ex-
trema of the signal itself. Xu et al. (2010) presented
a piecewise-defined quadratic interpolation in which
the position information of minimum points (maxi-
mum points) is used in the construction of the upper
envelope (lower envelope). Hence the upper envelope
(lower envelope) not only passes through the maxima
(minima) but also through the intersection points of
the lines connecting the maxima (minima) with the ver-
tical lines going through the minima (maxima). The
extrema detection method is an important matter, es-
pecially in the presence of noise, so Bouchikhi and
Boudraa (2012) introduced a new version of EMD,
which is more robust to noise since the envelopes of the
signal are constructed using smoothing B-splines in-
stead of exact interpolation methods. Chu et al. (2012)
proposed an envelope curve that interpolates the main
and pseudo extrema by the quartic Hermitian poly-
nomial interpolation method. Singh et al. (2014) in-
troduced an EMD algorithm based on pseudo extrema
and nonpolynomial spline interpolation. Instead of cal-
culating the mean of the upper and lower envelopes,
Wang and Li (2013) proposed to calculate the mean
values directly by interpolating the midpoints of line
segments, connecting each maximum (minimum) to its
two neighboring minima (maxima). Li et al. (2015a)
used a similar method but replaced the cubic spline in-
terpolation with the cubic B-spline. Zhao et al. (2017)
put forward adjustable cubic trigonometric cardinal
spline interpolation for the direct construction of the
mean curve. Efforts have also been made to define
a suitable envelope for the EMD method. For instance,
Yang et al. (2014) presented a new model of the en-
velope by using convex constraint optimization.

In this paper, we introduce a special set of inflec-
tion points as the auxiliary interpolation points for the
construction of the envelope curves. These special in-
flection points (SIPs), as well as how to distinguish

them from other inflection points, will be discussed
later in Sec. 3. The popular cubic spline is applied
as the interpolation function in this paper. The cu-
bic spline is a continuous function and has continuous
first and second derivatives. Two boundary conditions
should also be met at the left and right sides of the sig-
nal. We utilize here the not-a-knot boundary condition,
which requires the continuity of the third derivative at
the second and second to last points.

The rest of this paper is organized as follows: the
main procedure and adjustable parameters of the tra-
ditional EMD algorithm are explained in Sec. 2. Sec-
tions 3 and 4 describe the theoretical aspects of our
new method. In Sec. 3, the SIPn points of a signal
are defined and the differences between the traditional
and new envelopes are shown. The additional required
steps for the proposed EMD method are described in
Sec. 4. In Sec. 5, the performance of the proposed
EMD method is verified for numerous two-tone sig-
nals and a real vibration signal of a rolling element
bearing and the decomposition results are compared
with the traditional EMD. Finally, a brief conclusion
is provided in Sec. 6.

2. Empirical mode decomposition (EMD)
algorithm

The EMD algorithm decomposes a signal into sev-
eral IMFs and a final residual, which is the trend of the
signal. The extraction process for each IMF is called
the sifting process. The IMFs are expected to simul-
taneously meet the following two conditions (Huang
et al. 1998): 1) in the whole data set, the number of
extrema and the number of zero crossings should be
equal or differ at most by one; 2) the mean value of
the envelope defined by the local maxima (upper en-
velope) and the envelope defined by the local minima
(lower envelope) should be approximately zero, at any
point. In practice, the definition of the term “zero” in
the second condition should be defined more clearly
and it is better to evaluate the amplitude of the mean
compared to the amplitude of the extracted mode. The
traditional EMD steps are as follows:

1) Initialize r0 = y, where y is the main signal.

2) Initialize i = 1 and k = 1, where i counts the num-
ber of IMFs, and k counts the number of sifting
iterations for each IMF.

3) Set hi(k−1) = r(i−1).

4) Identify all local maxima of hi(k−1) and interpo-
late them by cubic spline to construct the upper
envelope. Similarly, construct the lower envelope
by interpolating minima.

5) Calculate the meanmi(k−1) of the upper and lower
envelopes and subtract it from hi(k−1) to obtain
hik = hi(k−1) −mi(k−1).



M. Kafil et al. – An Improved EMD Method Based on Utilizing Certain Inflection Points. . . 391

6) If hik satisfies the stop-sifting criteria, set IMFi =
hik; else set k = k + 1 and go to step (4).

7) Set ri = r(i−1) − IMFi.
8) If the number of extrema of ri is less than three or

the desired number of IMFs is extracted, the de-
composition process is finished. Otherwise, first
set i = i + 1, k = 1, and then go to step (3).

Therefore, the given signal y(t) is decomposed into sev-
eral IMFs and a final residual rN as follows:

y(t) =
N

∑
i=1

IMFi (t) + rN(t). (1)

The EMD method is an adjustable algorithm and
can be improved by several approaches, such as opti-
mizing the method of interpolation, adjusting the stop-
ping criteria for the sifting process, changing the end
conditions of the signal, and selecting new sets of in-
terpolation points instead of signal’s extrema.

Various interpolation methods have been proposed
so far. The well-known cubic spline is the first and most
widely used one (Huang et al., 1998), but other meth-
ods such as B-splines (Bouchikhi, Boudraa, 2012;
Chen et al., 2006; Wang, Li, 2013), cubic and quar-
tic Hermite (Chu et al., 2012; Li et al., 2015b; Guo,
Deng, 2017), Akima interpolation (Egambaram
et al., 2016), power function (Qin, Zhong, 2006), ra-
tional splines (Pegram et al., 2008), cubic trigonomet-
ric cardinal spline (Zhao et al., 2017), cubic trigono-
metric B-spline (Li et al., 2018) and nonpolynomial
spline (Singh et al., 2014) have also been employed.

To generate physically meaningful IMFs, an accu-
rate stopping criterion should be defined. At least four
stopping criteria for the sifting process have been intro-
duced so far (Huang et al., 1998; 2003; Wu, Huang,
2009; Rilling et al., 2003). In this paper, the criterion
introduced by Rilling et al. (2003) is used. They sub-
stituted the second condition of the IMF for a more
practical one by defining the relative mean as follows:

σ(t) = ∣
envmax(t) + envmin(t)

envmax(t) − envmin(t)
∣ , (2)

where envmax and envmin are the upper and lower en-
velopes, respectively and σ(t) is the ratio of the mean
of the upper and lower envelopes to the half distan-
ce of them. The sifting is iterated until (1) σ(t) < θ1

for a predetermined fraction α of the signal and
(2) σ(t) < θ2 for the total length of the signal. Common
values for the thresholds and fraction are θ1 = 0.01,
θ2 = 0.1, and α = 0.99. The first condition guarantees
a globally small fluctuation of the mean because the
relative mean becomes smaller than 0.01 for at least
99% of the signal. The second condition prevents lo-
cally large deviation of the mean because there is no
part of the signal in which the relative mean exceeds
the value 0.1.

The endpoints of the signal are not necessarily
its extrema. Since the envelope curves should pass
through the extrema, some boundary extrema should
be extended beyond the existing data range. In this pa-
per, we use the reflection method proposed by Rilling
et al. (2003). Without mirroring, considerable distor-
tions at two ends of IMFs may emerge. This phe-
nomenon is called the end effect of the EMD method
(Lei et al., 2013).

3. Special inflection points (SIP)

The EMD algorithm considers a signal as the su-
perposition of some fast and some slow oscillating
parts. After extracting the fastest oscillating part, the
algorithm considers the remainder as a new signal.
This process continues until just the slowest oscillat-
ing part remains. Oscillation, in signal processing ter-
minology, refers to a repeated variation of a measured
quantity. Repetition immediately brings into mind the
concept of extrema. On this basis, the EMD algorithm
first detects the extrema and then passes the upper and
lower envelopes just through the detected extrema. By
subtracting the mean of the lower and upper envelopes,
the EMD indeed separates the slower detectable os-
cillating parts from the signal, step by step. The ap-
pearance of extrema plays a very important role in the
EMD method. Some researchers believe that EMD can
only extract a component if it can detect extrema that
are related to it (Rilling, Flandrin, 2007). How-
ever, the origins of some oscillations are difficult to
trace with the extrema alone. In these cases, the in-
flection points can be used as auxiliary points along
with extrema to detect the oscillations. To investigate
this claim, consider a simple composite signal, which
consists of linear and harmonic components as follows:

y(t) = αt + cos (2πt) , (3)

where α is an arbitrary constant. The time of occur-
rence of the extrema can be calculated by:

tE =
1

2π
sin−1

(
α

2π
) + n, n = 0,1,2, ... . (4)

If α ≤ 2π, the signal can be easily decomposed into
its two components, but if α > 2π, EMD cannot decom-
pose the signal because y is a monotonically increasing
function and it does not have any extrema. Although
there is no fundamental difference between the two
cases with α = (2π)+ and α = (2π)−, the traditional
EMD algorithm treats them entirely differently. This is
because of the insistence on using the first derivative of
the signal (extremum points) in the traditional EMD
and neglecting higher-order derivatives (for example,
inflection points). Figure 1 shows this signal for eight
different values of α. The minimum, maximum, and
inflection points in the time range from 1 to 1.5 s are
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Fig. 1. Convergence of the maximum and minimum points
in the signal y(t) = αt + cos(2πt) with increasing α.

demonstrated by the black circles, white circles, and
white rectangles, respectively. As α increases, the max-
imum and minimum points converge on each other and
meet at the inflection point. In the uppermost curve,
where α equals 7, there are no extrema, but from the
oscillation point of view, the signal behaves similarly
to the other cases. A closer look at Fig. 1 reveals that
the inflection point of the uppermost curve differs from
those of the other curves because it is not surrounded
by two extrema. This leads us to the concept that in
the local absence of extrema, the oscillatory motion can
still be realized by the inflection points. However, only
finite sets of inflection points should be determined as
auxiliary points along with extrema to construct the
envelope curves. By considering the arrangement pat-
tern of extrema and inflection points, these special in-
flection points are identified. The first SIP1 of a signal
can be defined as follows.

An inflection point of a signal is its SIP1 if, by
moving away from that point toward either the left or
right directions, we first reach another inflection point
before reaching an extremum. We can generalize this
definition to SIPn in the same fashion. The SIPn of
a signal is the SIP1 of the (n − 1)-th derivative of the
original signal.

For example, in a simple sine function, after each
maximum, the signal starts to decrease and is forced
to change its curvature sign before reaching the mini-
mum point. Hence, in the sine function, every inflection
point is always located between two extrema and thus
there is not any SIPn in the simple sine function. There
should be more than two inflection points between two
successive extrema to generate SIP1. To demonstrate
SIPn graphically, consider a two-component signal in
the form of

y(t) = cos (2πt) + ar cos (2πfrt) , (5)

where ar is the amplitude ratio and fr is the fre-
quency ratio of the two components. We have plot-
ted these signals and their first and second derivatives
for ar = 2 and ar = 4 in the left and right columns
of Fig. 2, respectively. The frequency ratio is consid-
ered as fr = 0.65 for both of them. These signals are
two simple numerical examples to clarify the graph-
ical interpretation of SIP1 and SIP2. By determining
the location of extrema and inflection points of the first
signal, i.e., ar = 2, one SIP1 is detected at t ≅ 1.357 and

y, y, y

0 2 Time
– 3

0

3 SIP1
y

y

y

y

0 2 Time

–3

0

3
Signal SIP1-EMD env Traditional EMD env

y, y, y

0 2 Time
–5

0

5 SIP2 y

y

y

0 2 Time

–5

0

5
Signal SIP2-EMD env Traditional EMD envy

Fig. 2. Appearance of SIP1 and SIP2 points in two simple
signals. In all curves, red, blue, and black circles represent
extrema, inflection points, and SIPn, respectively. Top row:
the two-component signal with fr = 0.65 and ar = 2 in the
left and with fr = 0.65 and ar = 4 in the right column with
their first and second derivatives. Bottom row: the tradi-
tional EMD envelopes (dotted line), SIP1-EMD envelopes
in the left (dashed line), and SIP2-EMD envelopes in the

right column (dashed line).

shown in the left top diagram. It is a SIP1 because it
is surrounded by two other inflection points (blue cir-
cles) and not two extrema (red circles). For the second
signal, i.e., ar = 4, the extrema and inflection points
of its first derivative are determined, which leads to
detecting one SIP2 at t ≅ 1.4, shown in the right top
diagram. It is a SIP2 of the main signal because it is
a SIP1 of the first derivative of the signal. It should
be noted that the frequency and amplitude ratios of
these signals are selected in such a way that the first
signal has just one SIP1 and the second has just one
SIP2, but in general, there may be any number of SIPn
points in an arbitrary signal.

The bottom row of Fig. 2 compares the envelopes of
the traditional EMD with those of the SIPn-EMD.
In the SIPn-EMD method, both the upper and lower
envelopes should pass through all the SIPn points. It
may seem a little unreasonable that both envelopes
pass through a common point. However, Fig. 1 shows
how two successive minimum and maximum points
converge to one SIP1, so we can suppose one SIP1

as two infinitely close maximum and minimum points
that coincide with each other.

The performance of the SIP1-EMD and the tradi-
tional EMD in separating the first component of the
previous two-component signal with ar = 2 and fr =

0.65 has been shown in the left and right column dia-
grams of Fig. 3, respectively. To provide a better com-
parison, the main signal (cos (2πt) + 2 cos (2π × 0.65t))
and the higher frequency component (cos (2πt)) have
been plotted in all diagrams with black continuous
and red dotted lines. The output of the decomposi-
tion (h1k) after the first, tenth, and hundredth sifting
iterations (k = 1, 10, 100) has been drawn with the
blue lines in the first, second, and third rows, respec-



M. Kafil et al. – An Improved EMD Method Based on Utilizing Certain Inflection Points. . . 393

Main signal Envelopes of main signal h1k Envelopes of h1k cos(��t)
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Fig. 3. Performance comparison of the SIP1-EMD (left col-
umn) and the traditional EMD (right column) methods
for the case y = cos (2πt) + 2 cos (2π × 0.65t). In all dia-
grams, the continuous and dashed black lines represent the
main signal and its envelopes, the continuous and dashed
blue lines represent h1k and its envelopes and dotted red li-
nes represent the first component (cos (2πt)). Black and
blue circles demonstrate extrema in all curves, and the SIP1

point is shown by one white rectangle. The top, middle, and
bottom rows are related to the first, tenth, and hundredth

sifting iterations (k = 1, 10, and 100), respectively.

tively. The main signal has one SIP1 at t ≅ 1.357, which
is demonstrated with a white rectangle in the left col-
umn, top row diagram. Both upper and lower envelopes
pass through it and immediately after one sifting iter-
ation, one maximum and one minimum point are gen-
erated in h11 before and after the SIP1 at t ≅ 1.242
and t ≅ 1.383. These two newly generated extrema
help the h1k get closer and closer to the first com-
ponent. In the third row of the left column, after 100
iterations, the h1−100 almost coincides with the first
component, which is the desired result. As can be seen
in the right column, the traditional EMD is completely
unable to decompose this signal. As the number of sift-
ing iterations increases, instead of approaching the first
component, h1k moves away from it. Since the upper
and lower envelopes of h1−100 in the right column are
two parallel horizontal lines, there would be no point
in continuing the sifting process.

4. SIPn-EMD method

The main difference between our proposed EMD
method in this paper and the traditional EMD is in
step (4) of the previously mentioned steps. We develop
the SIPn-EMD method by extending step (4) of the
traditional EMD as:

a) Identify all local maxima and local minima of
hi(k−1), similar to the traditional EMD.

b) Take the first derivative of hi(k−1) and find all lo-
cal minima and local maxima of ḣi(k−1). These
points are the inflection points of hi(k−1) and the
SIPs of hi(k−1) should be selected from them. This
set of points will be referred to as SIP1.

c) Take the second derivative of hi(k−1) and find all

local minima and local maxima of ḧi(k−1). These
points are the inflection points of ḣi(k−1) and the
SIPs of ḣi(k−1) should be selected from them. This
set of points will be referred to as SIP2.

d) Repeat this process n times. In the n-th step, take
the nth derivative of hi(k−1) and find all local min-

ima and local maxima of dnhi(k−1)

dtn . These points
are the inflection points of the (n − 1)-th deriva-
tive of hi(k−1) and the SIPs should be selected
from them. This set of points will be referred to
as SIPn.

e) Pass the upper envelope through the maxima and
SIP1, SIP2, ..., SIPn. Similarly, the lower envelope
should pass through the minima and SIP1, SIP2,
..., SIPn. Go to step (5) of the traditional EMD.

Theoretically, the SIPn-EMD method can be ex-
tended to n-th derivatives and each new set of SIPi
(i = 1,2, ..., n) should improve the performance of this
method. But since differentiation is a noise amplifying
process, in practice, after some order of derivatives,
the disadvantages of the additive noise outweigh the
advantages of new SIPn points. Hence, in this paper,
we have restricted the procedure to extract SIP1 and
SIP2 for the synthetic signals and SIP1 for the real-
world signals. When extracting the SIP2 at step (c),
we use a simple low pass filter in order to eliminate
the additive noise induced by an extra differentiation
made in this step.

5. Practical application

In this section, the aim is to compare the ability of
the traditional and proposed EMD method to decom-
pose some synthetic and real signals, including a gen-
eral form of two-tone signals and a vibration signal of
a rolling bearing. All calculations have been performed
using MATLAB software.

5.1. Two-tone signals

We rewrite the general form of a two-tone signal
here again as:

y (t) = C1 (t) +C2 (t) = cos (2πt) + ar cos (2πfrt), (6)

where t = [0 ∶ 0.001 ∶ 15] is the time vector, ar is the
amplitude ratio, fr is the frequency ratio (0 < fr < 1),
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and C1 and C2 are two components of the signal. Be-
cause the frequency ratio is limited to change in the
range from zero to one, C1 and C2 are the higher fre-
quency (HF) and lower frequency (LF) components,
respectively. The performance of the traditional EMD
algorithm on the decomposition of this signal has been
previously studied (Rilling et al., 2003; Rilling,
Flandrin, 2007).

At first sight, it may be expected that the first and
second IMFs should be matched with the HF and LF
components, respectively. However, this assumption
will not be true for a wide range of frequency and am-
plitude ratios. In practice, depending on the adjustable
parameters of the EMD, one, two, or more IMFs may
be extracted. If only one IMF is obtained, it means that
the EMD method cannot decompose the signal, and
both components are considered as a whole. This is not
always a weak point because, in the EMD algorithm,
there is a greater emphasis on extracting zero-mean
components versus extracting sinusoidal functions. For
example, if ar = 1 and fr ≅ 1, the superposition of two
close tones may be interpreted as a zero-mean ampli-
tude modulation signal, which is not a false interpre-
tation, and in some cases (such as beat phenomenon),
may even make more sense (Rilling, Flandrin, 2007;
Deering, Kaiser, 2005). If two IMFs are extracted,
the decomposition has probably been well conducted,
and the first and second IMFs are related to the HF and
LF components, respectively. But there is still a pos-
sibility of mode mixing. If more than two IMFs are ob-
tained, mode mixing will certainly occur, and at least
one, if not all, of the extracted IMFs, will deviate from
the signal’s components. So, even for this simple signal,
several possibilities may arise after the EMD analysis.
To eliminate the ambiguity caused by the number of
extracted modes, only the first IMF will be extracted
here for a two-tone signal. The tone separation error
(TSE) will be assessed based only on the first IMF ac-
cording to the following formula (Rilling, Flandrin,
2007):

TSE =
∥I1 −C1∥2

∥C2∥2

, (7)

where I1 is the first IMF and ∥.∥2 stands for the Eu-
clidean norm. In the case of perfect separation of the
two components, the first IMF matches the first com-
ponent thoroughly, so TSE becomes zero. On the other
hand, if the EMD method cannot detect the HF com-
ponent at all and no decomposition is possible, the first
IMF matches the main signal thoroughly, so TSE be-
comes one. It should be noted that, by the definition of
TSE, it is not limited to changes between zero and one.
However, it would not become much greater than one.
This claim is based on experience and there is not any
mathematical constraint on the upper value of TSE.

Figure 4 illustrates TSE values on the (ar−fr) plane
with more than 100 000 different signals. The white

and black areas present the minimum (zero) and max-
imum (a little more than one) errors, respectively. The
decomposition process of the top, middle and bottom
diagrams, has been simulated by the traditional EMD,
SIP1-EMD, and SIP2-EMD methods, respectively. For
all diagrams, 10 fixed sifting iterations are considered
stop-sifting criteria. Moreover, all steps of the EMD
method have been carried out in the time range from
0 to 15 s, but the values of TSE have been calculated
from 0 to 10 s, so relatively large end effect errors at
the right side of the signal vanished in the TSE calcu-
lations.
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Fig. 4. TSE values on the (ar − fr) plane with 10 fixed
number of sifting iterations and three border curves, plot-
ted by the continuous (arfr = 1), dashed (arf2

r = 1), and
dotted (arf3

r = 1) red lines. Top – traditional EMD; middle
– SIP1-EMD; bottom – SIP2-EMD.

The top diagram, which corresponds to the tradi-
tional EMD algorithm, has been previously presented
by Rilling and Flandrin (2007). We show it here
to compare it with diagrams of our proposed EMD
method. As can be seen, the EMD always performs well
at the beginning of the frequency ratio range (fr < 0.2)
and returns the main signal as the first IMF at the end
of the frequency ratio range (fr > 0.8). In fact, as
the LF component gets closer to the HF component
by increasing the frequency ratio, both IMFs start to
deviate from their corresponding components, and si-
multaneously, the first IMF commences to approach
the main signal. There is always a frequency ratio in
which the EMD behavior is changed and tends to give
back the main signal instead of the signal’s compo-
nents. This frequency ratio is referred to as the cut-
off frequency ratio and can be seen as a color change
from white (lower error region) to black (higher error
region). Generally, the larger cut-off frequency ratio
indicates a higher tone separation ability. For ar < 1,
the cut-off frequency ratio is almost independent of the
amplitude ratio and is near 0.67, but for ar > 1, it de-
creases with the amplitude ratio increasing. Although
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in this region, the cut-off frequency ratio has severe
fluctuations, Rilling and Flandrin (2007) proposed
two border curves that bound the cut-off frequency ra-
tio. These curves are arfr = 1 and arf2

r = 1, which are
plotted by the continuous and dashed red lines, re-
spectively. We also add another curve arf3

r = 1, which
is represented by the dotted red line.

The middle diagram illustrates the superiority of
the SIP1-EMD over the traditional EMD. While the
cut-off frequency ratio (the border between black and
white regions) of the traditional EMD lies between
curves of arfr = 1 and arf2

r = 1, it completely crosses
the arf2

r = 1 curve, applying the SIP1-EMD, so in the
middle diagram, the cut-off frequency ratio is located
between curves of arf2

r = 1 and arf3
r = 1. Similarly, the

SIP2-EMD leads the cut-off frequency ratio beyond
the curve arf3

r = 1 in the bottom diagram. Considering
that the horizontal axes of these diagrams are logarith-
mic, SIP1-EMD and SIP2-EMD methods significantly
increase the percentage of the white-colored area. If we
define the frequency resolution as the power of distin-
guishing between two adjacent spectral components,
the growth of the white-colored area by the SIP1-EMD
and SIP2-EMD methods can be interpreted as the im-
provement of the frequency resolution. It should be
noted again that Fig. 4 consists of 100 000 different
signals, so the improvements in the results are not ran-
dom.

To conduct an in-depth analysis of the impact of
SIP on EMD, we assign three different constant val-
ues to the frequency ratio (fr = 0.6, 0.65, and 0.7) and
investigate the TSE as a function of the amplitude ra-
tio. Abrupt change of the TSE value occurs in a specific
amplitude ratio. We define the n-th critical amplitude
ratio as:

ar,cn =
1

fnr
, n = 1,2,3, ... . (8)

Figure 5 shows that the SIP1-EMD and SIP2-EMD
extend the acceptable error range at least to [01/f2

r ]

and [01/f3
r ], respectively.

A question that should be answered here is whether
increasing the number of sifting iterations in the tra-
ditional EMD can always reduce the TSE. In other
words, could increasing the number of sifting itera-
tions substitute for SIP1-EMD and SIP2-EMD meth-
ods? To answer this question, three two-component sig-
nals with the same frequency ratio (fr = 0.65) and dif-
ferent amplitude ratios (ar = 2, 3, and 4) are selected
and their TSE are computed for different sifting itera-
tions.

Figure 6 represents the TSE in terms of the num-
ber of sifting iterations. In the first case (ar = 2), the
traditional EMD does not return an acceptable re-
sponse even after 10000 iterations, while both SIP1-
EMD and SIP2-EMD converge to low error just af-
ter 60 iterations. The coincidence of the SIP1-EMD
and SIP2-EMD curves in the top diagram comes from
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Fig. 5. TSE values as a function of ar for fr = 0.6 (red),
0.65 (black), and 0.7 (blue), with 100 fixed number of sift-
ing iterations. The critical amplitude ratios are plotted by
vertical dashed lines in each diagram. Top – TSE of the tra-
ditional EMD, the critical amplitude ratio is ar,c1 = 1/fr;
middle – TSE of the SIP1-EMD, the critical amplitude ra-
tio is ar,c2 = 1/f2

r ; bottom – TSE of the SIP2-EMD, the
critical amplitude ratio is ar,c3 = 1/f3

r .
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Fig. 6. TSE of three two-tone signals as a function of the
number of sifting iterations. Signals have the same fre-
quency ratio (fr = 0.65) but different amplitude ratios (top
diagram – ar = 2; middle diagram – ar = 3; bottom diagram
ar = 4). TSE values are calculated using the traditional
EMD (red), SIP1-EMD (black), and SIP2-EMD (blue).

the fact that in the first case, the signal has some
SIP1, but it does not have any SIP2, so the SIP2-EMD
gains no more benefits here. In the middle diagram
(ar = 3), the traditional EMD cannot decompose the
signal at all. The SIP1-EMD and SIP2-EMD methods
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converge to low error levels after 2500 and 70 sifting
iterations, respectively. The benefit of the SIP2-EMD,
in this case, is its lower computational cost. In the
third case (ar = 4), which is plotted in the bottom dia-
gram, neither the traditional EMD nor the SIP1-EMD
can decompose the signal, but SIP2-EMD separates
the signal’s components after 400 iterations. The ad-
vantage of the SIP2-EMD is more apparent here.

5.2. Vibration signal of a rolling bearing

Rolling element bearings are one of the most impor-
tant components of rotating machines, and their failure
may cause machinery breakdowns or safety hazards.
Among the existing bearing fault diagnosis methods,
vibration signal processing stands out for its accuracy,
applicability, and simplicity.

Using EMD (traditional or modified variants) as
the main decomposition method or along with other
methods for bearing fault diagnosis has been the sub-
ject of many studies in recent years (Lei et al., 2013;
Guo, Deng, 2017). Sun et al. (2021) presented a novel
bearing fault diagnosis on the basis of the EMD and
improved Chebyshev distance. Shu et al. (2022) used
modified CEEMDAN and the modified hierarchical
amplitude-aware permutation entropy (MHAAPE) to
decide whether the bearing was healthy and accurately
identify different fault states in the bearings. Wang
et al. (2022) studied a fault feature extraction method
of variable speed rolling bearings based on statistical
complexity measures (SCM). The SCM selects the op-
timal IMF component and evaluates an index for the
optimal response of stochastic resonance. Zheng et al.
(2022) proposed a spectral envelope-based adaptive
empirical Fourier decomposition (SEAEFD) method
and compared its performance with some other meth-
ods, including EMD.

The occurrence of any fault in any part of the bear-
ing, including the inner race, outer race, rolling ele-
ments, and the cage, can be diagnosed by its specific
frequency.

In the top row of Fig. 7, a typical acceleration sig-
nal yFB (t) of a faulty bearing is shown as a function of
time. This signal is taken from the bearing data center
of Case Western Reserve University (Case Western Re-
serve University [CWRU], n.d.). The CWRU Bearing
Data Center has provided access to valuable datasets of
normal and faulty bearing acceleration signals. These
datasets are frequently used as reference signals in the
majority of bearing diagnostic studies. The ball pass
frequency of the inner race (BPFI) of this bearing is
approximately 162 Hz (SKF, n.d.). Further informa-
tion about the categories of datasets, test stand, bear-
ing details and experimental conditions are presented
in (CWRU, n.d.; Smith, Randall, 2015).

To assess the ability of the proposed EMD method
to separate different modes, a simple sinusoidal func-
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Fig. 7. Acceleration signal of the faulty bearing, yFB(t)
(top), simple cosine function with ar = 1 and f2 = 30 Hz,
y2(t) (middle), and a combination of them, y(t) (bottom).

tion y2(t) with variable amplitude and frequency is
added to the faulty bearing signal as follows:

y (t) = y1 (t) + y2 (t) = yFB (t)

+ar (
√

2RMS (yFB (t))) cos (2πf2t), (9)

where f2 is the frequency of y2 (t), and ar is the ratio
of the root mean square (RMS) of y2 (t) to the RMS of
y1 (t), e.g., ar = 1 means that the energy of the two
terms is the same. Thus, the vibration signal y (t) may
be considered the superposition of two distinct defects,
y1 (t), which is the signal of the faulty bearing with in-
ner race fault, and y2 (t), which can be, for example,
a signal of an unbalanced rotor (f2 = 30 Hz). The pa-
rameter ar explains the severity of two defects relative
to each other. These three time signals y1 (t), y2 (t),
and y (t) are plotted in the top, middle, and bottom
rows of Fig. 7, respectively. The duration of the origi-
nal yFB (t) is more than 10 s, but only the first second
of it is used to reduce the computational time in all
calculations of this paper.

Unlike the deterministic synthetic signals of the
previous sections, the components of the bearing non-
deterministic signal are unknown. Hence, we will de-
fine some criteria for evaluating the performance of the
traditional and SIP-EMD.

Figure 8 shows the first nine IMFs of the vibration
signal y (t) (with ar = 1 and f2 = 30 Hz) and their
residual after extraction of the ninth IMFs. The re-
sults of the traditional EMD and the SIP1-EMD are
displayed in the left and right columns, respectively. In
this figure, only the first tenth of the second of IMFs
are drawn for better clarity of the graphs. But all calcu-
lations are performed within one second, as mentioned
before. Due to the noise and sampling frequency re-
strictions in real-world signals, the traditional EMD is
only compared with the SIP1-EMD in this section.
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Fig. 8. First nine IMFs and residual of the vibration signal y (t) (with ar = 1 and f2 = 30 Hz) for the traditional EMD (left)
and the SIP1-EMD (right). All IMFs and residuals are plotted with black lines, while y2 (t) is plotted with the red line.

After the extraction of all IMFs, one of them shows
the highest similarity with the cosine function y2 (t).
From now on, this IMF is called IMF∗, which is plot-
ted with black lines and fits well with the ideal cosine
function y2 (t) plotted with red lines in the eighth and
ninth rows of the left and right columns of Fig. 8, re-
spectively.

The SIP1-EMD method extracts one more IMF
than the traditional EMD. Although it should not be
listed as an advantage by itself for either method, it
must be taken into account in interpreting the results.
The RMS of the difference between the IMF∗ with the
ideal cosine function y2 (t) will be applied as the first
evaluation criterion (EC) as follows:

EC1 = RMSE = RMS(IMF∗
− y2). (10)

The errors of the traditional and SIP1-EMD in this
example are 0.013 and 0.009, respectively, which shows
the better coincidence of the IMF∗ and y2 in the SIP1-
EMD method.

To have an idea of energy conservation after de-
composition, the index of energy conservation (IEC)
is defined as the sum of the energies of all IMFs divi-
ded by the energy of the signal without considering the
residual (Chen et al., 2006). In this paper, the param-
eter IEC is considered as the second EC:

EC2 = IEC =

N

∑
i=1
∑
t
∣IMFi(t)∣

2

∑
t
∣y (t) −Res(t)∣

2
, (11)

where N is the number of extracted IMFs. Values grea-
ter or less than one indicate the generation or leakage
of energy during the sifting process. In this example,

the IECs for the extracted IMFs of the traditional and
SIP1-EMD are 1.022 and 1.005, respectively, which
shows better energy conservation in the SIP1-EMD
method.

The existence of spectral peaks at the bearing fault
frequencies, their harmonics, and sidebands should be
examined to detect the bearing faults. For example,
a faulty bearing with a fault on its inner race should
have a clear spectral peak at the BPFI, its harmonics,
and sidebands. The spectrums of the most important
IMFs of the traditional and SIP1-EMD are displayed in
the left and right columns of Fig. 9, respectively. The
spectrums of other IMFs are omitted for the sake of
brevity. In this special case with f2 = 30 Hz, however,
it can be shown empirically that the BPFI (162 Hz)
content emerges in one or two IMFs before the IMF∗

(30 Hz). Here, the amplitudes of frequency spectrums
are investigated at the BPFI (162 Hz), its harmon-
ics (162 k, k = 1,2,3, ...), and sidebands of the BPFI
and its harmonics (162 k ± 30, k = 1,2,3, ...). The lo-
cations of the BPFI harmonics, their sidebands, and
the shaft rotation frequency are indicated by the ver-
tical continuous red lines, dashed red lines, and blue
lines in Fig. 9, respectively. All amplitudes of this fig-
ure are normalized to the RMS of amplitudes for each
frequency spectrum. This normalized amplitude is de-
fined as the third EC as follows:

EC3 =Max{
IMFi(BPFI)

RMS(IMFi)
}, i = 1,2, ...,N, (12)

where IMFi is the frequency spectrum of the i-th IMF.
The first three rows of Fig. 9 show that the SIP1-EMD
produces higher spectral peaks at the BPFI than the
traditional EMD method.
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The envelope of the raw signal contains more di-
agnostic information than the raw signal itself. Hence,
the spectrum of the envelope curves for the four IMFs
of the traditional and the SIP1-EMD are plotted in
the left and right columns of Fig. 10, respectively. The
spectral peaks are clearly evident at the BPFI (162 Hz)
and its sidebands (132 and 192 Hz), especially in the
first four IMFs. Then they continue to become shorter
until they vanish at the final envelope spectrums. The
fourth EC is defined as follows:

EC4 =Max{
envi(BPFI)

RMS(envi)
}, i = 1,2, ...,N, (13)

where envi is the spectrum of the envelope of the IMFi.
As shown in Fig. 10, the traditional EMD method pro-
duces higher spectral peaks at the first and second
IMF envelopes, while the SIP1-EMD method produces
higher spectral peaks at the third and fourth IMF en-
velopes. This is partly due to the abovementioned ad-
ditional IMF of the SIP1-EMD method; consequently,
the vibratory energy of the faulty bearing is distributed
into one more IMF. Hence, the final EC is defined ac-
cording to the average of spectral peaks:

EC5 = Mean{
envi(BPFI)

RMS(envi)
}, i = 1,2, ...,4. (14)

Table 1. Evaluation criteria of the traditional EMD and SIP1-EMD for the decomposition of the vibration signal
of the faulty bearing with (right column) and without (middle column) the added cosine term.

Evaluation criteria
ar = 0 ar = 1, f2 = 30 Hz

Traditional EMD SIP-EMD Traditional EMD SIP-EMD
EC1: RMS of error – – 0.013 0.009
EC2: Index of energy conservation 1.052 1.011 1.022 1.005
EC3: Maximum spectral peak of IMFs 27.82 28.27 28.97 37.27
EC4: Maximum spectral peak of IMF envelopes 38.68 37.23 38.64 37.18
EC5: Average of spectral peaks of IMF envelopes 29.07 30.26 30.07 30.21
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Fig. 11. Evaluation criteria for different signals with a variable frequency of f2 = [10 to 100] Hz and a constant amplitude
ratio of ar = 1. The curves of the traditional-EMD and SIP1-EMD methods are plotted with blue and red lines, respectively.

The evaluation criteria of the traditional EMD and
SIP1-EMDmethods for the decomposition of the faulty
bearing vibration signal with and without the added
sinusoidal function are presented in Table 1. In the
absence of the added cosine function (ar = 0), the first
evaluation criterion does not make sense. The better
performance in each case is emphasized with a bold
font in the table. The results show the superiority of
the SIP1-EMDmethod to the traditional EMDmethod
in all items except for EC4, the reason for which was
mentioned before.

To investigate the performance of the proposed
SIP1-EMD method in a wider frequency range, the
frequency of the sinusoidal term (f2) is assumed to be
a variable parameter that varies from 10 Hz to 100 Hz.
In this case, the amplitude ratio is considered a con-
stant value of one (ar = 1). The values of all evalua-
tion criteria are then calculated and plotted with blue
and red lines for the traditional EMD and SIP1-EMD
methods, respectively, in Fig. 11. The horizontal axis
of all graphs in this figure is the frequency of the si-
nusoidal term in Hz. The results confirm the superior-
ity of the SIP1-EMD method to the traditional EMD
through the specified frequency range for all evaluation
criteria except for EC4.
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6. Conclusions

This paper evaluated how the interpolation points
of the envelope curve affect the EMD results. In the
traditional EMD, the extremum points of the signal
are used as the interpolation points for the construc-
tion of the envelope curves. We propose to add new
sets of interpolation points to the existing one. These
new points are special inflection points of the signal
(SIP1), special inflection points of the first derivative
of the signal (SIP2), and so on to the special inflection
points of the (n − 1) derivative of the signal (SIPn).
The results indicate that adding each of these sets to
the previous interpolation points makes an obvious im-
provement in the tone separation ability of the EMD
method. This claim was validated by the 2D diagram
of the tone separation error on the (ar − fr) plane,
where the tone separation errors of more than 100 000
two-tone signals are plotted with different frequencies
and amplitude ratios. If a signal itself does not have
any SIPn and no SIPn appears in hik during the sifting
process, the results of the traditional EMD will coin-
cide with the SIPn-EMD method. However, as soon
as at least one SIPn appears in the signal or during
the sifting process, the SIPn-EMD obtains a significant
reduction in the error diagram, while the traditional
EMD method either does not reduce the error at all or
reduces the error after many times of sifting iterations.
A vibration signal of a rolling element bearing with the
inner race fault was analyzed to evaluate the effective-
ness of both the traditional and SIPn-EMD methods
in the decomposition of a real-world signal. The results
show a better performance of the proposed method in
the fault feature extraction of the bearing.
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Infrasound signal classification is vital in geological hazard monitoring systems. The traditional classifica-
tion approach extracts the features and classifies the infrasound events. However, due to the manual feature
extraction, its classification performance is not satisfactory. To deal with this problem, this paper presents
a classification model based on variational mode decomposition (VMD) and convolutional neural network
(CNN). Firstly, the infrasound signal is processed by VMD to eliminate the noise. Then fast Fourier transform
(FFT) is applied to convert the reconstructed signal into a frequency domain image. Finally, a CNN model is
established to automatically extract the features and classify the infrasound signals. The experimental results
show that the classification accuracy of the proposed classification model is higher than the other model by
nearly 5%. Therefore, the proposed approach has excellent robustness under noisy environments and huge
potential in geophysical monitoring.
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1. Introduction

Infrasound (≤20 Hz) is generated by natural dis-
asters and human activities, including earthquakes,
tsunamis, mudslides, tornados, volcano eruptions, nu-
clear explosions, missile launching, and ship naviga-
tion. Infrasound propagates through the atmosphere
thousands of kilometers. The attenuation in the prop-
agation process is small and its loss is less than a few
thousandths (Gi, Brown, 2017; De Angelis et al.,
2019). Consequently, infrasound can serve as monitor-
ing properties for geological hazards.

Infrasound has been widely applied in recent years
in geological hazard monitoring. Many scholars began
to pay attention to this topic. Leng et al. (2017) pre-
sented a debris-flow monitoring approach, which re-
lied on the characteristics of infrasound signal. Zhang
et al. (2020) designed an infrasound-based device for
monitoring landslides. Perttu et al. (2020) demon-
strated the use of remote infrasound in estimating
the height of volcanic plumes. Witsil and Johnson
(2020) extracted the infrasound features from the time
and frequency domains. Then the infrasound features
were clustered using the k-means algorithm. Ham et al.

(2008) used radial basis function (RDF) network as the
subnetworks of a parallel neural network classifier bank
to classify different infrasound events. With the wide
application of data mining classification algorithm in
the signal, feature extraction can be performed on the
signal to achieve a better classification effect. Zhu et al.
(2017) employed Hilbert-Huang transform (HHT) to
extract the infrasound related to earthquakes. Liu
et al. (2014) respectively used three kinds of feature
extraction techniques (spectral entropy, discrete wave-
let transformation (DWT) and HHT) to extract the
feature vector of four kinds of infrasound signals.
The signal feature extracted by back propagation neu-
ral network and support vector machines (SVM) for
classification, all of which have higher classification
accuracy, were studied (Thüring et al., 2015; Iezzi
et al., 2019).

Liu et al. (2021) constructed the feature vector set
and applied the K-nearest neighbor (KNN) to iden-
tify the landslide infrasound signal. Li et al. (2016)
performed spectral entropy on the infrasound signals
to extract the features and classify the infrasound
events. Witsil et al. (2022) introduced a physics-based
method that propagates infrasound sources through re-
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alistic atmospheres. Hupe et al. (2022) provided infra-
sound data products that can serve as observational
data for the atmospheric studies and scientific and ci-
vilian applications. Watson et al. (2022) reviewed the
progress and future direction of volcano infrasound
research. Garcia et al. (2022) presented the first
detection of seismic infrasound from a large-magnitude
earthquake on a balloon network of barometers. Eckel
et al. (2023) used pattern recognition techniques on
infrasound signals to monitor volcanic activity. Yang
et al. (2022) reviewed the research progress on infra-
sound generation mechanism, monitoring technology,
and application. Cofferb and Parker (2022) stud-
ied the infrasound signals in simulated nontornadic
and pre-tornadic phase of the tornadic supercells. As-
ming et al. (2022) overviewed methods and algorithms
for detecting, locating, and discriminating seismic and
infrasound events. Zhang et al. (2022) provided an in-
frasound source localization algorithm for improving
the location accuracy of the gas pipeline leakage detec-
tion system. Garcia et al. (2021) used coupled pres-
sure/ground deformation methods to search for the
infrasound signal. However, it can be difficult to au-
tomatically extract the features and classify the infra-
sound signals with all the above presented approaches.

To address it, a novel method based on variational
mode decomposition (VMD) and convolutional neural
network (CNN) is proposed for infrasound signal clas-
sification. Firstly, the infrasound signal is processed by
VMD to eliminate the noise, and fast Fourier transform
(FFT) is employed to convert the reconstructed signal
into a frequency domain image. Then the obtained fre-
quency domain image is used as the input of the CNN.
Finally, a CNN model is established to automatically
extract the features and classify the infrasound signals.

The rest of this paper is organized as follows. In
Sec. 2, the basic theory of VMD and CNN used in this
paper is shortly described. Section 3 compares the per-
formance of the described methods in an experiment.
Further, the experiment results are shown through the
analysis of different methods in Sec. 4. Finally, conclu-
sions are drawn in Sec. 5.

2. Methods

2.1. VMD

VMD decomposes an input signal f into a group
of discrete modes uk, and each mode is compressed
to obtain a central frequency wk (Dragomiretskiy,
Zosso, 2014). The constrained variational model is
shown in Eq. (1):

min
{uk},{wk}

{∑
k

∥∂t [(δ(t)+
j

πt
)uk(t)] e

−jwkt∥

2

2
}

s.t. ∑
k

uk =f,
(1)

where {uk} = {u1,⋯, uk} are the k mode components
obtained by decomposition and {wk} = {w1,⋯,wk} are
the center frequencies of each mode; δ(t) is the Dirac
delta function.

The augmented Lagrange function is introduced by
Eq. (2), and the solution of Eq. (1) is obtained by the
alternating direction method of multipliers:

L ({uk},{wk}, λ) = α∑
k

∥∂t [(δ(t)+
j

πt
)uk(t)] e

−jwkt∥

2

2

+∥f(t) −∑
k

uk(t)∥

2

2

+ ⟨λ(t), f(t) −∑
k

uk(t)⟩ , (2)

where secondary penalty item α ensures the signal re-
construction accuracy under the Gaussian noise, the
Lagrange multiplier λ is the constraint value, and ⟨ ⟩

is the inner product calculation.
The VMD algorithm process is as follows:

Step 1. Set the number of decomposition modes. Ini-
tialize frequency domain {û1

k}, center fre-
quency {w1

k}, and the Lagrange multipliers λ̂1.
Modal uk and center frequency wk are calcu-
lated by Eq. (3) and Eq. (4). Initialize, λ̂1,
n← 0.

Step 2. Set n ← n + 1, k ← k + 1 and execute the
whole cycle. Update ûk and wk for all w ≥ to
reach the preset decomposition number. When
k = K, the cycle ends. The updated formula
of the narrow-band component and the corre-
sponding center frequency is:

ûn+1
k (w) =

f̂(w) −∑
i<k
ûn+1
i (w) −∑

i>k
ûni (w) +

λ̂n(w)
2

1 + 2α (w −wnk )
2

, (3)

wn+1
k =

∞

∫
0

w ∣ûn+1
k (w)∣

2
dw

∞

∫
0

∣ûn+1
k (w)∣

2
dw

. (4)

Step 3. Update λ according to the formula:

λ̂n+1
(w)← λ̂n(w) + τ (f̂(w) −∑

k

ûn+1
k (w)) . (5)

Step 4. Return to step 2 and repeat the above pro-
cess until the whole iterative process meets the
constraints, and a series of narrow-band eigen-
mode component signals are obtained. Equa-
tion (6) is the constraint condition, where ε is
set to 10–6:

∑
k

∥ûn+1
k − ûnk ∥

2

2
/ ∥ûnk ∥

2
2 < ε. (6)
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Fig. 1. Structure of CNN.

2.2. CNN

CNN is an important part of deep neural networks
(Lawrence et al., 1997). It is composed of a multi-
level structure that can be trained. Due to its strong
feature extraction ability, CNN has been widely used
in the field of signal processing. Each level of CNN
generally consists of a convolution layer, pooling layer,
fully connected layer, and softmax layer. The feature
extraction is obtained by multiple alternating opera-
tions. Finally, through the fully connected layer and
classifier, the infrasound signal classification is real-
ized. The structure of CNN is shown in Fig. 1.

2.2.1. Convolution layer

The convolution layer uses convolution kernels to
perform convolution on input data and obtains the fea-
ture maps. Each convolution kernel outputs a feature
map, which is conformed to a class of the extracted fea-
tures. The mathematical expression of the convolution
is as follows:

xlj = f
⎛

⎝
∑
i∈Mj

xl−1
i ∗ klij + b

l
j

⎞

⎠
, (7)

where l is the l-th convolution layer, xli is the l-th out-
put, xl−1

i is the l-th input, klij is the weight matrix, blj
is the bias term, Mj is the j-th convolutional region of
the l−1-th feature map, and f (⋅) is the activation fun-
ction. In the CNN model, the activation function usu-
ally uses the ReLU function. The activation function
is represented as:

f(x) = max(0, x). (8)

2.2.2. Pooling layer

When the convolution layer finishes the convolu-
tion, the pooling layer performs downsampling on the
input eigenvectors through the pooling kernels. It can
reduce the dimension of the data and further highlight
the extracted features. Generally, the pooling opera-
tions are divided into two types: max pooling and av-
erage pooling. The pooling is expressed as:

xi+1 = f (β∗ down (xi) + b) , (9)

where xi is the input, down (⋅) is the pooling function,
β is the multiplicative bias, b is the additive bias, and
f (⋅) is the activation function.

2.2.3. Fully connected layer and softmax layer

The fully connected layer and softmax layer are ap-
plied in the classification stage of CNN. It can connect
the feature maps obtained after a series of convolu-
tion and pooling operations into the one-dimensional
feature vector. The classification results are gained by
the softmax layer. The mathematic model of the fully
connected layer and softmax layer can be described as:

yk = softmax (wk ∗ xk−1
+ bk) , (10)

where xk−1 is the input of the fully connected layer,
yk is the output of the fully connected layer, wk is the
weight coefficient, bk is the additive bias, and k is
the k-th network layer.

2.3. The proposed approach

Infrasound signals collected from the International
Monitoring System (IMS) usually exhibit non-linear
and non-stationary characteristics. It makes feature ex-
traction difficult and the classification performance un-
satisfactory (Mayer et al., 2020). This paper proposes
an intelligent infrasound signal classification method
based on VMD and CNN. The flowchart of the pro-
posed method is shown in Fig. 2. The general proce-
dures are summarized as follows:

Step 1. Collect the infrasound signal with sensors.

Step 2. The collected infrasound signal data is con-
verted into U modes using VMD to eliminate
the noise.

Step 3. FFT is applied to convert the reconstructed
signal into a frequency domain image.

Step 4. The preprocessing data is separated into the
training and testing samples. The proposed
approach is used to extract deep features
from the training samples based on CNN. The
trained model is deployed for the infrasound
signal classification.

Step 5. The t-distributed stochastic neighbor embed-
ding (t-SNE) is employed to visualize features
in softmax layers (Van Der Maaten, Hin-
ton, 2008).

Step 6. The classification results are presented to com-
pare the performance of different methods.
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Infrasound signal Pre-processing by VMD The obtained frequency
domain image by FFT

Feature learning with CNN

Feature visualization by t-SNE
Accuracy comparison

Fig. 2. Flowchart of the proposed approach.

2.4. Data set

The data used in this study comes from IMS
with the help of the Comprehensive Nuclear-Test-Ban
Treaty Beijing National Data Center. Three categories
of infrasound events are classified in this study. The
data are collected from six different infrasound sensor
arrays with different locations around the world. This
study uses 611 sets of data. Table 1 shows the details
of infrasound data collected from different areas. The
three categories of infrasound events are earthquake,
tsunami, and volcano. The sampling frequency of all
611 infrasound signal recordings is 20 Hz. The map of
the infrasound stations is showed in Fig. 3.

Fig. 3. Map of the infrasound stations.

Table 1. Infrasound data summary.

Event type Data source
(IMS Station Code) Geographic coordinate Number

of signals Total Sampling frequency
[Hz]

Earthquake
I14CL
I30JP
I59US

(−33.65, −78.79)
(35.31, 140.31)
(19.59, −155.89)

74
124

6
203

20
20
20

Tsunami

I10CA
I22FR
I30JP
I52GB

(50.20, −96.03)
(−22.18, 166.85)
(35.31, 140.31)
(−7.38, 72.48)

4
53

113
66

218

20
20
20
20

Volcano I30JP (35.31, 140.31) 189 189 20

3. Experiments

3.1. Experiments setup

According to the description of CNN in Subsec. 2.2,
the main parameters of the CNN are summarized in
Table 2. The simulation verification is devoted to ap-
plying the infrasound signal data mentioned above to
evaluate the feature learning performance of the pro-
posed CNN model. Every infrasound signal contains
10 400 data points. The data sets are divided into train-
ing samples and testing samples. The size of the input

Table 2. The parameters of CNN.

No. of layer Layer type Kernel size Filters
1 Convolution 1 10× 10 4
2 Maxpooling 1 3× 3 –
3 Convolution 2 5× 5 4
4 Maxpooling 2 3× 3 –
5 Convolution 3 3× 3 8
6 Convolution 4 3× 3 8
7 Convolution 5 3× 3 8
8 Maxpooling 3 3× 3 –
9 Flattened – –

10 Fully-connected – –
11 Softmax – –
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map to the CNN model is 129× 129× 1. The iteration
number is 50.

3.2. Data preprocessing

The VMD is employed to decompose the infrasound
signal. When the mode number U is different, the cen-
ter frequency is different. The relationship between U
and the center frequency is depicted in Fig. 4.
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Fig. 4. Relationship between mode number and center fre-
quency: a) earthquake after VMD; b) tsunami after VMD;

c) volcano after VMD.

In the earthquake, tsunami, and volcano decompo-
sition results, when the value of U starts from 6, the
center frequency is close. This is an over-decomposition
phenomenon. Hence, the U value taken in the test
is 5. Based on VMD experience, the balance param-
eter constrained by data fidelity adopts the default
value of 2000, and the time step of double rise is 0.1.
Figure 5 demonstrates the results of the original signal

a)

Am
pl

itu
de

 [d
B]

 
Am

pl
itu

de
 [d

B]
 

Time [s] 

Time [s] 
Reconstructed signal

Original signal

b)

Am
pl

itu
de

 [d
B]

 
Am

pl
itu

de
 [d

B]
 

Time [s] 

Time [s] 

Reconstructed signal

Original signal

c)

Am
pl

itu
de

 [d
B]

 
Am

pl
itu

de
 [d

B]
 

Time [s] 

Time [s] 
Reconstructed signal

Original signal

Fig. 5. Original signal and reconstructed signal:
a) earthquake; b) tsunami; c) volcano.
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and reconstructed signal. Compared with the original
signal, the reconstructed signal eliminates the noise.
Then, FFT is employed to convert the reconstructed
signal into the frequency domain.

3.3. Model application results and analysis

In this study, the CNN structure contains five con-
volutional layers, three pooling layers, a flattened layer,
a fully connected layer, and a softmax layer. The pa-
rameters on each layer are presented in Table 2, which
are determined based on comparative trials and ex-

a)

b)

c)

Fig. 6. Classification accuracy of the 2-class catalog af-
ter VMD-FFT-CNN: a) earthquake and tsunami; b) earth-

quake and volcano; c) tsunami and volcano.

perience. The CNN model is written in Python 3.5
and runs on Windows 64 with the Core (TM) i5-
8250U CPU and 8G RAM.

The classification accuracy of the 2-class catalog
after VMD-FFT-CNN is presented in Fig. 6. Figure 7
shows the classification accuracy of the 3-class catalog
after VMD-FFT-CNN, respectively.

Fig. 7. Classification accuracy of the 3-class catalog after
VMD-FFT-CNN.

In order to better illustrate the feature learning
process of the proposed model, the t-SNE technique
is applied to visualize the output of the softmax layer.
It is a machine learning algorithm for high dimensional
data visualization using a non-linear dimensionality re-
duction technique. The feature visualizations of the
2-class catalog and 3-class catalog after VMD-FFT-
CNN are shown in Figs. 8 and 9, respectively. It can
be seen that the distribution of the points with the
same color is relatively closely grouped and easy to
distinguish.

To better analyze the classification performance
of the proposed method, the infrasound signals are
processed by FFT-CNN. The classification accuracy
of the 2-class catalog after FFT-CNN is presented in
Fig. 10. Figure 11 shows the classification accuracy of
the 3-class catalog after FFT-CNN. The feature visual-
izations of the 2-class catalog and 3-class catalog after
FFT-CNN are shown in Figs. 12 and 13, respectively.

In order to verify the stability of the proposed
method, the proposed model is tested ten times to
derive the final classification result. The classification
accuracies on the 2-class catalog consisting of earth-
quake and tsunami (1), earthquake and volcano (2),
and tsunami and volcano (3) are shown in Fig. 14.
The classification accuracies of the two architectures
on the 3-class catalog consisting of signals from earth-
quake, tsunami, and volcano (4) are also presented in
Fig. 14. As shown in Fig. 14, the classification accu-
racy of VMD-FFT-CNN is higher than the FFT-CNN
model by nearly 5%, which shows that the VMD de-
noising process is effective. This implies that VMD-
FFT-CNN has a good classification performance.
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Fig. 8. Feature visualization of the 2-class catalog after
VMD-FFT-CNN: a) earthquake and tsunami; b) earth-

quake and volcano; c) tsunami and volcano.
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Fig. 9. Feature visualization of the 3-class catalog after
VMD-FFT-CNN.

a)

b)

c)

Fig. 10. Classification accuracy of the 2-class catalog after
FFT-CNN: a) earthquake and tsunami; b) earthquake and

volcano; c) tsunami and volcano.

Fig. 11. Classification accuracy of the 3-class catalog after
FFT-CNN.
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Fig. 12. Feature visualization of the 2-class catalog after
FFT-CNN: a) earthquake and tsunami; b) earthquake and

volcano; c) tsunami and volcano.
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Fig. 13. Feature visualization of the 3-class catalog after
FFT-CNN.
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Fig. 14. Accuracy of two methods.

4. Discussion

VMD-FFT-CNN outperforms the FFT-CNN ap-
proach in the denoising process. VMD-FFT-CNN has
high performance for infrasound signal identification
and can achieve 97.75% and 81% of the 2-class cata-
log and 3-class catalog classification accuracies, respec-
tively. The proposed approach shows excellent perfor-
mance in classification accuracy compared with other
methods and shows a good robustness under noisy
environments. For example, the classification accu-
racy of VMD-FFT-CNN on the 2-class catalog consist-
ing of earthquakes and volcanic increases by 23.25%
compared with CNN (ALBERT, LINVILLE, 2020).
This result demonstrates that the model presented in
this paper has good accuracy for infrasound signal clas-
sification. As shown in Fig. 3, the source locations are
widespread but their number is small. Due to the lim-
itation of the data, the proposed approach may not be
generalized for global hazard monitoring.

5. Conclusion and future work

This paper proposed a valid classification and iden-
tification method for the infrasound signal of disas-
ters. The infrasound signal was processed by VMD
to eliminate the noise. FFT was used to convert the
reconstructed signal into a frequency domain image.
A CNN model was constructed for automatically ex-
tracting the features and classifying the infrasound sig-
nals. The experiment results show that the proposed
approach improves the accuracy of geophysical moni-
toring.

Due to the limitations of the existing conditions,
tests can only use small samples and a few infrasound
types, which will affect the reliability of the test re-
sults. In order to obtain more accurate results, more
infrasound data and infrasonic event types should be
analyzed. For future work, real-time infrasound sig-
nal classification will be carried out and further study
on infrasound types will be performed. Deep learning
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should be developed for global infrasound signal clas-
sification.
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Featured with a higher velocity, increased power handling capability, and better aging behavior, surface
transverse wave (STW) shows more promising prospects than Rayleigh wave nowadays in various sensing appli-
cations. The need to design, optimize, and fabricate the related devices motivates the development of modeling
and simulation. For this reason, a three-dimensional (3D) finite element (FE) simulation of STW on quartz,
considering the crystal cut angle and the electrode effects, is presented in this study. Firstly, we investigated
the effects of quartz’s cut angle on the generated waves. Here, the polarized displacements were analyzed to
distinguish the wave modes. Secondly, the investigations of the electrode effects on the polarized displacement,
phase velocity, and electromechanical coupling factor (K2) were carried out, for which different material and
thickness configurations for the electrodes were considered. Thirdly, to examine the excitation conditions of
the generated waves, the admittance responses were inspected. The results showed that not only the crystal
cut angle but also the density and the acoustic impedance of the interdigital transducer (IDT) material have
a strong influence on the excited waves. This article is the first to analyze STWs considering quartz’s cut angle
and electrode effect through a 3D FE model. It could provide a helpful and easy way to design, optimize, and
fabricate the related surface acoustic wave devices.
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1. Introduction

Surface acoustic wave (SAW) devices have been
widely investigated and used in signal processing, mi-
crofluidics, cell manipulation, and various sensors (Fu
et al., 2017) due to their advantages in performance,
miniaturization, durability, high sensitivity, reliabil-
ity, and cost-effectiveness (Fu et al., 2016; Yantchev

et al., 2002). So far, several types of SAWs have been
studied and employed, including Rayleigh wave, sur-
face skimming bulk wave (SSBW), surface transverse
wave (STW), and Love wave (Fan, Ji, 2018; Fu et al.,
2017; Gaso Rocha et al., 2013).

Rayleigh wave was first theoretically predicted by
Lord Rayleigh in 1885 and now it is commonly utilized.
However, it suffers from a strong attenuation due to
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the mechanical displacement components perpendicu-
lar to the substrate surface (Jiang et al., 2019). SSBW
is a horizontally polarized bulk shear wave that propa-
gates just beneath the surface of the substrate. Because
the wave radiates energy into the bulk of the crystal,
it undergoes a considerable acoustic beam spreading
loss as well. To minimize the effect, the method of
depositing a waveguide on the surface to trap the en-
ergy is popularly applied (Hashimoto, 2000). As a re-
sult, the wave induced through a waveguiding medium
using a thin continuous film with a low shear wave
velocity is called a Love wave (Gaso Rocha et al.,
2013), while the one produced by periodic surface cor-
rugations or gratings on the surface is named an STW
(Strashilov, Yantchev, 2005). In practice applica-
tions, both two wave modes have attracted a great deal
of interest in recent years. Thanks to the continuous
waveguiding mechanism of the Love wave, the related
sensors have been widely used for biochemical sens-
ing (Rana et al., 2018; Zhang et al., 2021). When it
comes to STW, it has applications in a wide range of
fields, including strain measurement (Fu et al., 2016),
torque detection (Ji et al., 2016), etc. Unlike Rayleigh
wave, STW’s displacement components are parallel to
the substrate surface and perpendicular to the prop-
agation direction (Avramov, 2000), so it is also very
suitable for the applications in the field of fluid and
liquid sensing. Besides, STWs have an approximately
1.6 times higher velocity than Rayleigh waves, mak-
ing it possible to develop sensors with smaller dimen-
sions while operating at higher frequencies. Further-
more, STW-based devices can handle a higher power
with an improved noise suppression performance, so
a strong signal response and a further enhanced work-
ing distance and detection precision can be achieved
(Strashilov, Yantchev, 2005).

The development and study of STW have been
ongoing for several decades. The earliest report can
be traced back to the 1980s. During that period, in-
vestigations regarding the propagation of SSBW on
shallow corrugation surfaces were widely conducted
(Auld, Gagnepain, 1976; Auld, Yeh, 1979), estab-
lishing the fundaments of STW. Later on, the investi-
gations on the differences between STW and Rayleigh
wave (Auld et al., 1982), the propagation characteris-
tics of STW under period and non-period structures
(Baghai-Wadji et al., 1988; Danicki, 1983; Ron-
nekleiv, 1986; Thompson, Auld, 1986), and the de-
velopment and fabrication of STW-based resonators
(Auld, Thompson, 1987; Bagwell, Bray, 1987;
Flory, Baer, 1987; Strashilov et al., 1997) have
been carried out as well. Recently, related micro-strain
sensors (Fu et al., 2016), torque sensors (Ji et al.,
2016), vapor sensors (Stahl et al., 2018) and res-
onators (Doberstein, Veremeev, 2019) have been
reported. It has been shown that the STW-based de-
vices not only can achieve a higher Q-factor but also

have extraordinary sensitivity and nonlinearity than
their counterparts.

To date, although the theory and application of
STWs have been widely studied, to the authors’ best
knowledge, only a few reports on the modeling and simu-
lation exist. And none of them has investigated the ef-
fects of the crystal cut of the piezoelectric substrate, as
well as the interdigital transducer (IDT) material and
thickness, on the propagation properties of the STW.
Motivated by this, we conduct the study by means of
three-dimensional (3D) finite element analysis (FEA)
approach. Compared to other techniques, such as
coupling-of-mode theory (Strashilov et al., 1997) and
Bloch-Floquet theorem (Gavignet et al., 1995), this
method not only provides a way for the models to
quickly and easily check the results but also shows sig-
nificant benefits for geometry, material, and physical
field configurations.

In this paper, to fully analyze the results, the po-
larized displacement, wave mode, phase velocity, elec-
tromechanical coupling factor (K2), and admittance
of the excited waves are examined and discussed. The
rest of the article is arranged as follows. Section 2 de-
scribes the methodology, including the considered ma-
terials and the simulation details for the FEA model.
Section 3 provides comprehensive analyses and discus-
sions of the obtained results. At last, we summarize
our work in Conclusion.

2. Materials and methods

In this study, FEA through COMSOL Multiphysics
was conducted to investigate the effects of crystal cut
and IDTs. Instead of using a complete model, a 3D
unit cell model was built to avoid large memory cost
and time consumption. The piezoelectric constitutive
equation to be solved is written as (Jiang et al. 2019):

⎧⎪⎪
⎨
⎪⎪⎩

Tij = c
E
ijklSkl − ekijEk,

Dj = ejklSkl + ε
S
klEk,

(1)

where Tij , Dj , Skl, and Ek are the stress matrix,
electric displacement vector, strain matrix, and ap-
plied electrical field vector, respectively. The constant
cEijkl [N/m

2] is the elasticity matrix, εSkl [F/m] is the
permittivity matrix, and ekij and ejkl [C/m2] are
the piezoelectric and inverse piezoelectric coupling ma-
trix, respectively; the superscripts E and S indicate the
components of the matrixes that are to be measured
under constant electric field and strain, respectively,
and the subscripts i, j, k, and l take values from 1,
2, and 3.

2.1. Considered materials

In STW-based devices, quartz is widely used as
the piezoelectric substrate. As an anisotropic mate-
rial, it presents different properties when its crystal cut
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varies. On a rotated Y-cut quartz, a Rayleigh wave can
be excited when the lengthwise direction of the elec-
trodes is perpendicular to the x-axis of the wafer. On
the other hand, the excitation of STWs is also achiev-
able when the electrodes rotate 90○ to follow the z-axis
(Yatsuda, Kogai, 2006). However, the rotated Y-cut
quartz has many analogues, which can be expressed as
Y + θ for short. Wherein the parameter θ denotes the
cut angle. In order to excite STWs more effectively, the
crystal cut of Y-cut quartz is examined in this study.

Apart from the piezoelectric substrate, the ex-
cited waves also strongly depend on the deposited
electrodes, especially on the patterning, material, and
thickness. Regarding the patterning, various IDT types
have been reported (Fu et al., 2017; Hashimoto,
2000). Among them, single-electrode-type and split-
electrode-type IDTs are frequently used. Thanks to
structural simplicity and relatively wide strip width,
the single-electrode-type IDTs are selected in this
study. With respect to the material, the related elec-
trode with a low mass to minimize the wave damp-
ing (Fu et al., 2017), a high acoustic impedance to
confine the wave energy within the piezoelectric layer
(Jiang et al., 2019), and a high conductivity to reduce
the series resistance in the transmission of the excita-
tion signal, are preferred. Considering this, five types
of frequently used materials were selected according to
material properties and practical applications, that is,
aluminum (Al), silver (Ag), gold (Au), platinum (Pt),
and titanium (Ti). For convenience, Table 1 summa-
rizes the materials with partial material constants (Fu
et al., 2017).

2.2. Simulation details

In this paper, the velocity and the wavelength λ
of STW were set to 5075 m/s and 11.6 µm, respec-

Table 1. Some material constants of Al, Ag, Au, Pt, and Ti.

Material constant Al Ag Au Pt Ti
Young’s modulus [GPa] 76 100 78 170 110
Poisson’s ratio 0.33 0.37 0.42 0.38 0.32
Density [g/cm3] 2.70 10.60 19.32 21.14 4.48
Shear velocity [m/s] 3120 1600 1200 1730 3100
Resistivity [10−8 Ω] 2.82 1.59 2.44 10.5 42
Acoustic impedance [g/cm2 ⋅ s× 105] 17.65 38.16 51.20 63.42 27.33

Table 2. Assigned mechanical and electrostatic boundary conditions for the simulation.

Geometry Boundary Solid mechanics Electrostatics

Substrate

Left and right sides uleft = uright Vleft = Vright

Front and back sides ufront = uback Vfront = Vback

Top Free n ⋅D = 0

Bottom ubottom = 0 n ⋅D = 0

IDTs
Left electrode Free +5 V
Right electrode Free Ground

tively, resulting in a resonant frequency of 437.5 MHz.
The metallization ratio of 0.5 was adopted, corre-
sponding to the IDTs with a width of 2.9 µm. And
the thickness hIDT was initially set as 0.02λ. For the
FEA model, a quartz substrate with a dimension of
λ× 0.5λ× 4λ was constructed, where the IDTs with
a dimension of 0.25λ× 0.5λ× hIDT were built on the
top. To absorb the waves at the bottom, a perfect
match layer (PML) (Park, Kaynia, 2017) with a di-
mension of λ× 0.5λ× 0.5λ was employed as well. The
constructed 3D geometry is shown in Fig. 1a, and
the corresponding boundary conditions are listed in
Table 2.

a) b)

z
y x

PML

IDT

Substrate

z
y x

�m�
�

��

–��

–��

�
�

�

�m

�m

Fig. 1. The 3D unit cell model used for the simulation:
a) without mesh; b) with mesh.



416 Archives of Acoustics – Volume 48, Number 3, 2023

To inspect the effect of the crystal cut, the IDT
material is firstly fixed and assigned as Al. In addi-
tion, a rotated coordinate system depicted by three
Euler angles (α, β, γ), according to the ZXZ conven-
tion (Jiang et al., 2019), was also adopted to realize
the desired cut for the quartz substrate in the software.
The rotations of interest were set as (90○, 39○, 0), (90○,
54○, 0○), (90○, 90○, 0○), (90○, 124○, 0○), (90○, 125○, 0○),
(90○, 126○, 0○), (90○, 127○, 0○), (90○, 128○, 0○), (90○,
141○, 0○), and (90○, 180○, 0○). For simplicity, the cor-
responding cuts were expressed by Y + θ, and hence, θ
takes the values from −51○, −36○, 0○, +34○, +35○, +36○,
+37○, +38○, +51○, and +90○, respectively.

In FEA, the constructed 3D geometries were subdi-
vided into small elements. The dimensions at least five
times smaller than λ were initialized for acoustic wave
problems (Fu et al., 2017). Because the energy of the
generated waves mainly concentrates on the top sur-
face, finer meshes were given to the boundaries rather
than the bulk. The waves attenuate as the substrate
depth increases, so the meshes for the lateral sides were
created with gradually varied distribution nodes. Free
quadrangular meshes were distributed to the surfaces
while the remainder was swept mesh. By using these
configurations, the meshes for the 3D unit cell model
are created, see Fig. 1b, where 20 917 domain elements,
6013 boundary elements, and 612 edge elements are
generated for further calculations.

3. Results and discussion

3.1. Effect of quartz’s crystal cut

A notable feature of STW is that the main displace-
ment components are perpendicular to the propagation
direction and parallel to the surface. Therefore, close
attention was paid to the y-direction component of the
waves when searching for the dominant wave mode in
a certain cut. Figure 2 presents the simulation results,

�
��

y

��

y y
x x

Fig. 2. Absolute amplitudes of the excited waves along the y-axis on different Y-cut quartz substrates.

wherein the absolute amplitudes of the waves along the
y-axis against the frequency with different cut angles
are plotted.

Going through the curves, one can find that neg-
ligible amplitudes along the y-axis are present for the
substrate with the crystal cuts of −51○, −36○, 0○, +51○,
and +90○. While the counterparts on the substrate with
a cut angle of +34○, +35○, +36○, +37○, and +38○ were
noticeable, which means that the related Y-cut quartz
could excite STWs effectively. The highest peaks were
observed at 435.2 MHz and 442.4 MHz, corresponding
to the quartz substrate with a cut angle of Y+ 37○ and
Y+ 34○, respectively. Inspecting the peaks, a move-
ment, shifting from right to left, is also perceived as
the cut angle increases. This results from the resonant
frequency variation of the dominant wave modes in
the substrate. In addition to these, crests with differ-
ent amplitudes were shown in the spectrum, indicating
the differences in wave mode.

To examine the details, sectional views with re-
spect to displacement were reviewed for the +34○, +35○,
+36○, +37○, and +38○ cut substrates. However, due to
the similarity of the excited waves on these substrates,
only the results obtained using the quartz with a cut
of Y+ 37○ were plotted. As shown in Fig. 3a, the gene-
rated waves at 435.2 MHz mainly concentrated on the
top surface of the substrate. Wherein the polarized
displacements were along the y-axis and in agreement
with the feature of STW. Looking at the results posted
in Fig. 3b, the maximum polarized displacements ap-
pear not only on the surface but also on the bulk of
the substrate. This is an SSBW mode. To further ex-
amine the result shown in Fig. 3c, a wave analogous
to a bulk acoustic wave is observed, where the energy
mainly concentrates on the bulk of the substrate. Nev-
ertheless, it is still an SSBW but just with a different
mode. In addition to the wave mode, it is also very easy
to find the wave energy variation on the surface as the
wave mode changes. Compared to the excited STW,
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Fig. 3. Snapshots of sectional views from Y+37○ cut quartz substrate: a) STW mode at 435.2 MHz; b) and c) SSBW mode
at 440.6 MHz and 442.2 MHz, respectively. The unit of the color bars is micrometer [µm].

the wave energy of the SSBW has permeated into the
substrates and the generated transversal displacements
have been reduced, which shows an attenuation when
the wave mode changes from STW to SSBW.

Summarizing the results, it can be concluded that
a Y-cut quartz substrate with a crystal cut varying
from 34○ to 38○ could excite STWs effectively, while
the counterpart with a cut of −51○, −36○, 0○, +51○,
and +90○ showed less information in the spectrum, in-
dicating futility for generating the waves.

3.2. Effect of electrode material and thickness

Based on the above conclusion, an AT-cut (Y+ 35.25○)
quartz with various IDT material and thickness con-
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Fig. 4. The absolute displacements of the excited STWs versus varying IDT thickness using different IDT materials:
a) Al; b) Ag; c) Au; d) Pt; e) Ti.

figurations was employed to investigate the effects of
electrodes on the polarized displacement, velocity, K2

value, and admittance. The thickness hIDT was set to
vary from 10 to 200 nm with a step of 10 nm.

3.2.1. Polarized displacement, velocity, and K2 value

Figure 4 shows the absolute displacements of the
excited waves plotted against varying IDT thicknesses
with fixed materials. It can be observed directly that
the components along the y-axis were predominant,
which indicates that the excited waves are trans-
verse. The maximum displacements of 4.70× 10−4,
1.96× 10−3, 2.96× 10−3, 2.60× 10−3, and 3.00× 10−5 µm
were obtained by using Al, Ag, Au, Pt, and Ti
IDTs with a thickness of 0, 200, 200, 200, and 0 nm,
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Fig. 5. The variations of velocity (a) and K2 (b) value versus varying IDT materials and thicknesses.

respectively. Among these images, one can also see
that the y-component curves presented in Figs. 4a
and 4e showed a continuous descent as the thickness
increased. While the ones plotted in the rest subfigures
showed a discontinuous variation, that is, the displace-
ment first reduced as the thickness increased, and then
bumped as the thickness grew further. The correspond-
ing discontinuous points were observed at 70, 40, and
30 nm, respectively.

The propagation velocity and K2 with respect to
different IDT material and thickness configurations are
presented in Fig. 5. The phase velocity and K2 are cal-
culated from the following equations (Fu et al., 2017),
respectively:

v = λ
fr + far

2
, (2)

K2
≈

2(far − fr)

fr
, (3)

where fr and far denote the resonance frequency and
anti-resonance frequency, respectively.

It is found that as the IDT thickness increased,
the velocities showed a similar variation to that of the
displacements when different materials were involved.
That is to say, the velocities of the waves excited by
Al and Ti IDTs gradually slowed down, while the ones
of Ag, Au, and Pt IDTs got saltation at the same dis-
continuous points. Especially, when hIDT approached
zero, the maximum velocities were achieved, which
were 5092, 5091, 5089, 5083, and 5082 m/s, respec-
tively, corresponding to the virtual electrodes of Al,
Ag, Au, Pt, and Ti. These agree with the result in
(Bigler et al., 1991). Similar phenomena but with
a reversed tendency are also observed in Fig. 5b.
Wherein the maximum K2 values of 0.011, 0.19, 0.32,
0.49, and 0.06% were obtained by using the Al, Ag,
Au, Pt, and Ti electrodes with a thickness of 200 nm,
respectively. It is noted that, however, the maximum
K2 values achieved by using Ag, Au, and Pt IDTs at
this thickness relate to SSBW mode rather than STW
mode, and the corresponding values for the latter mode
are 0.034, 0.037, and 0.026%, respectively.

In Figs. 4 and 5, one can find that not only the
polarized displacement but also the velocity and K2

are strongly influenced by IDT material and thickness,
especially for Ag, Au, and Pt electrodes. To inspect
the details, the 3D mode shapes before and after the
saltation are plotted, as shown in Fig. 6.

The images posted in the first row present the mode
shapes before the saltation, while the analogues in the
second row are the ones after. It can be clearly seen
that the excited waves before the saltation are well
confined to the substrate surface. They are STWs.
While the ones shown in the second row are SSBWs
(Hashimoto, 2000).

SSBWs can be converted into STWs when a proper
IDT structure is used. However, the produced STWs
also can be reversed back to SSBWs if the mass-loading
effect of the IDTs increases satisfactorily (Avramov,
2000). Note that the densities of Al and Ti are much
smaller than those of Ag, Au, and Pt, see Table 1.
So, with the same thickness, the mass-loading effects
of Al and Ti IDTs are diminished, resulting in a lower
coupling between the STWs and substrate. In other
words, IDTs using Ag, Au, and Pt are more likely to
convert STWs to SSBWs than Al and Ti IDTs when the
same geometry is assigned. However, it is noted that,
even though the thickness of the Ti IDTs is 200 nm,
they did not realize the wave mode conversion yet.
Whereas the IDTs using Ag, Au, and Pt have already
converted the waves to SSBWs at a thickness of 70, 40,
and 30 nm, respectively. To find the cause of this, we
simply calculated the equivalent masses me = ρ ⋅ hIDT,
of the Ti, Ag, Au, and Pt IDTs, as shown in Table 3.

Table 3. Equivalent masses of Ag, Au, Pt, and Ti IDTs
with fixed thicknesses.

Material Thickness
[hIDT]

Density
[ρ]

Equivalent mass
[me]

Ag 70 10.6 742
Au 40 19.32 772.8
Pt 30 21.14 634.2
Ti 200 4.48 896
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Fig. 6. The 3D mode shapes before (1st row) and after (2nd row) the saltation: a) and d) for Ag IDTs at 431.48 MHz
(70 nm) and 438.68 MHz (80 nm); b) and e) for Au IDTs at 430.57 MHz (40 nm) and 438.29 MHz (50 nm); c) and f) for Pt

IDTs at 433.14 MHz (30 nm) and 438.67 MHz (40 nm). The measurement unit of the color bars is micrometer [µm].

As one can see, the equivalent mass of the Ti IDTs
me = 896 is larger than that of the rest electrodes.
However, the IDTs did not cause any wave mode con-
version, see Figs. 4e and 5b. On the contrary, the Pt
IDTs with the lowest mass-loading effect me = 634.2
converted the STWs into SSBWs. This is caused by
the difference in acoustic impedance. In Table 1, it can
be found that the acoustic impedance of Pt is much
higher than that of Ti. Hence, the reflection induced
by Pt IDTs is much stronger, which is easier to create
a stopband for the excited STWs (Avramov, 2000).
Consequently, wave mode conversion and energy at-
tenuation occur. The same result also can be obtained
with a comparison of the mass-loading effect, shear ve-
locity, and acoustic impedance for Ag, Au, and Ti.

3.2.2. Admittance

In addition to the effects in mechanics and acous-
tics, the electrical property or, more clearly, the admit-
tance response is inspected as well. For this, Al and Ti
were only selected, due to their relatively lower elec-
trode effect on the excited waves.

Figure 7 shows the admittance responses of the ex-
cited waves in IDTAl/quartz and IDTTi/quartz struc-
tures as functions of frequency and IDT material and
thickness. In Figs. 7a, 7b, and 7c, one can see that

two modes (M1 and M2) appear. M1 presents a larger
amplitude than M2, indicating a stronger resonance
in this mode. In addition, frequency shifts were also
observed, when the IDTs had the same thickness but
different materials. Looking at Figs. 7d and 7e, a sim-
ilar phenomenon is found when the same material but
different thicknesses are employed. This indicates that
frequency adjustments through the thickness of the de-
posited IDTs could be realizable despite the width and
interval of the electrodes being fixed. Besides, one can
also see that the intervals of the resonant frequencies
for these two modes become larger and larger as the
IDT thickness increases, while the resonant frequency
of M2 barely changes. This results from the widened
stopband induced by the thickened IDTs. As the range
of the stopband increases, it moves M1 further away
from M2. So, for designing a resonator working in the
manner of M1, the metallization parameter of the IDTs
should be carefully controlled.

Based on the aforementioned admittance respon-
ses, the resonance frequencies (fr) and anti-resonance
frequencies (far) for the modes are determined, and the
corresponding mode shapes are presented, as shown in
Figs. 8, 9, and 10. The images posted in the first and
third columns are the mode shapes at the resonance
frequencies (fr) of these two waves, and the ones plot-
ted in other columns relate to those at anti-resonance
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Fig. 7. Admittance responses of the unit cell using different IDT materials and thicknesses: a), b), and c) Al and Ti
IDTs with a thickness of 0.010λ, 0.015λ, and 0.020λ, respectively; d) and e) Al and Ti IDTs with varying IDT thickness,

respectively.
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Fig. 8. The 3D mode shapes of the unit cells using 0.010λ-thickness Al IDTs and 0.010λ-thickness Ti IDTs: a)–d) for Al IDTs
at 437.1, 437.3, 438.8, and 439.0 MHz, respectively; e)–h) for Ti IDTs at 434.9, 435.2, 438.8, and 439.1 MHz, respectively;
the first two columns present the mode shapes for M1 and the remaining two columns for M2. The measurement unit of

the color bars is micrometer [µm].

frequencies (far). From these images, one can see that
the wave modes posted in the first two columns show
strong energy concentrations and large transverse po-

larized displacements on the surface. They are STWs,
corresponding to the M1 mode in Fig. 7. While the
remaining ones shown in the other two columns are
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Fig. 9. The 3D mode shapes of the unit cells using 0.015λ-thickness Al IDTs and 0.015λ-thickness Ti IDTs; a)–d) for Al
IDTs at 435.9, 436.1, 439, and 439.2 MHz, respectively; e)–h) for Ti IDTs at 431.1, 431.5, 439, and 439.3 MHz, respectively;
the first two columns present the mode shapes for M1 and the remaining two columns for M2. The measurement unit of

the color bars is micrometer [µm].
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Fig. 10. The 3D mode shapes of the unit cells using 0.020λ-thickness Al IDTs and 0.020λ-thickness Ti IDTs: a)–d) for Al
IDTs at 433.7, 434, 439, and 439.3 MHz, respectively; e)–h) for Ti IDTs at 425.6, 426, 439, and 439.4 MHz, respectively;
the first two columns present the mode shapes for M1 and the remaining two columns for M2. The measurement unit of

the color bars is micrometer [µm].
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SSBWs, where smaller transverse displacements are
posted. They are related to the M2 mode above. And
as the frequency increases, it is found that the wave
energy leakage and attenuation from the substrate sur-
face to the bulk become increasingly severe.

4. Conclusions

In this paper, the propagation properties of STW
on Y-cut quartz, considering electrode effects were sim-
ulated using 3D FEA. The polarized displacement,
wave mode, phase velocity, K2 value, and admittance
were examined and analyzed. It is shown that the
excitation of STW relates to not only the quartz’s
crystal cut but also the electrode material and thick-
ness.

For an IDTs/Y-cut quartz structure, STWs can
be effectively generated when the crystal cut varies
from 34○ to 38○. For an IDTs/AT-cut quartz structure,
the wave mode, polarized displacement, phase velocity,
resonant frequency, K2 value, and admittance are all
strongly influenced by the IDT material and thickness.
However, no matter which factor is fixed, the induced
effects increase as the mass of the IDTs grows. Hence,
in order to alleviate IDTs’ mass-loading effect, both the
density and thickness should be taken into account. Es-
pecially when the IDTs of metal Al with a virtual zero
thickness, the maximum phase velocity of 5092 m/s
for the STWs is obtained. To increase the thickness
of the Al IDTs, the polarized displacement, phase ve-
locity and resonant frequency decrease while the K2

value increases. Similar phenomena were also observed
when Ag, Au, Pt, and Ti were involved. In addition,
wave mode conversions (from STW to SSBW) also oc-
cur when the IDTs thickness reaches the critical values.
When this occurred, the wave energy permeated and
attenuated, resulting in a small polarized displacement
on the substrate surface. By comparing the used mate-
rials, it was found that the mass-loading effect resulting
from precious metals are more evident. So, in practi-
cal designs and fabrication processes, such behaviors
induced by the IDT materials should be noticed. Be-
sides, the acoustic impedance of the materials also
have a strong modulation mechanism on the excited
waves. The larger the value of acoustic impedance, the
stronger the modulation effect on the excited waves.
Hence, in order to design a proper STW device, both
factors should be carefully considered.

This paper is the first to analyze STWs considering
quartz’s cut angle and electrode effect through a 3D
FE model. It could provide a helpful and easy way
to design, optimize, and fabricate the related surface
acoustic wave devices. In our future work, experimen-
tal verification will be conducted, and an extensive in-
vestigation on the modeling of the related devices will
be carried out as well.
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1. Introduction

Active vibration reduction is applied to many com-
mon structural elements such as: beams, plates, shells,
shafts, trusses. A significant problem is to increase the
efficiency of active reduction. Recent publications on
this subject have focused on the problem of optimizing
the location and orientation of mainly square or cir-
cular (regular) PZTs on a structure. Aridogan and
Basdogan (2015) presented the review of active vi-
bration and noise suppression of plate-like structures
with PZT. This article shows numerical methods and
experimental tools to study various aspects of con-
troller architecture, i.e., the variety of control systems
in active vibration control and their influence on the
actuator configuration. Zhang et al. (2018) investi-
gated topology optimization of the electrode cover-
age of a laminated rectangular plate with piezoelectric
patches attached. In this case, the optimization was

carried out in terms of minimizing energy consump-
tion. Zorić et al. (2019) presented research on piezo-
fiber reinforced composite actuators (PFRC) and the
optimization concerning the size, orientation and loca-
tion of the actuator. Gonçalves et al. (2017) consid-
ered active vibration reduction with embedded PZTs.
Similarly to Zorić et al. (2019), the topology opti-
mization method was used to find the optimum de-
sign of actuators; the aim of the optimization was
to determine the distribution of piezoelectric mate-
rial that maximizes controllability for a given mode
shape. The shape of the PZT layer was defined using
the Sequential Linear Programming algorithm. Gar-
donio and Casagrande (2017) published the gen-
eral guidelines for dimensioning the PZT patch and
electrical shunt to maximize the electro-mechanical vi-
bration absorption. Optimization of electrode distri-
bution for two-dimensional structures was also pre-
sented by Wang (2003) and the results of the opti-
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mization algorithms used confirm the correctness of
the maximum bending moment criterion (Brański,
Kuras, 2022). Donoso and Sigmund (2009) consid-
ered optimization of the thickness of the PZT layers
and its width profile on the beam structure. Sun et al.
(2022) investigated analytically, numerically and ex-
perimentally the problem of active vibration control of
a simply supported rectangular plate. The method was
based on the plate deflection theory. In the case of ho-
mogeneous boundary conditions and regular structure
(rectangular plate), this theory coincides with the the-
ory based on the maximum bending moment criterion
(Brański, Kuras, 2022). Trojanowski and Wiciak
(2020) used ring-shaped sensor-actuator hybrid to in-
vestigate efficiency of such a system. The compared
shapes of actuators are: square, disc, and ring with
larger and smaller sensor part. Kozień and Ścisło
(2015) investigated bending vibrations of the beams.
The PZT was located at the maximum bending mo-
ment of the structure and the parameter for control
algorithm was the actual bending moment in the pre-
vious time step.

The methods used in the cited articles are most
often based on regular PZTs, optimal distribution of
piezoelectric material or optimal distribution of elec-
trodes. But the parameter that would influence on
the effectiveness of active vibration reduction could
be an asymmetric shape of the PZT. In the 1D case
(Brański, Kuras, 2022), the geometric parameter is op-
timized which leads to the asymmetry of the PZT.
Other parameters that can be also optimized, e.g.,
the PZT location, the voltage supplied to the trans-
ducer. However, for 2D structures, for example trian-
gular, there is one more parameter that follows from
the shape of the actuator and its orientation on the
structure.

The aim of the paper is to find an asymmetrical
shape of the PZT, i.e., a-PZT, and indicate its location
on the triangular plate so that it ensures the maximum
reduction of vibration. To achieve this aim, the max-
imum bending moment criterion is applied. Since the
problem is more complex than in 1D problem, then
the more complex shape and structure of the a-PZT
is chosen into consideration, i.e., it consists of piezoce-
ramic fibers. Hence, each fiber can be analyzed sepa-
rately, leading to separate asymmetries of the individ-
ual fibers.

The common feature of all the fibers is that
they have one common point (the basic a-PZT point),
which is at the point where the plate bending moment
reaches its absolute maximum. Each of the fibers can
be considered separately as a one-dimensional PZT.
The asymmetry of a separate fiber is determined sep-
arately and means that the forces on opposite edges
have different values and the basic a-PZT point is
not in the center of the fiber. Since this point is fixed,
it leads to the determining different arms of forces on

opposite edges of separate fibers. It should be added
that the values of these forces are determined assum-
ing that the asymmetric moments of both pairs of
forces are equal at all fibers. Connecting the outer
edges of separate fibers, the 2D a-PZT is obtained.
Minimizing amplitude of the plate vibration, forces
values of the fibers are determined. The effect of the
a-PZT acting, measured by the reduction of vibration
amplitude, translates into reduction of the bending
moment and shear force.

At the end, the effectiveness of a-PZT and the reg-
ular actuators, namely, square PZT (s-PZT) and cir-
cular PZT (c-PZT) are compared, assuming that the
energy added to all PZTs is the same.

2. Forced vibration of the triangular plate
with PZT actuator

The governing equation of transverse vibration of
the triangular plate is based on Kirchhoff’s classical
small deflection theory. In the steady state the equa-
tion takes the form (Fuller et al., 1997; Hansen,
Snyder, 1997):

c2∆2w − ω2
fw =

f

%h
, (1)

where f = fE+fP – the external forces, fE = fE(x, y) –
the exciting force, fP = fP (x, y) – the forces interacting
between PZT and the plate, w – the transverse dis-
placement in a steady state, ωf – the excited frequency,
c2 = D/(%h), % – the mass density, h – the thickness,

D = Eh3

12(1−ν2) – the flexural rigidity, E – Young’s modu-

lus, ν – Poisson’s ratio, ∆ – the Laplace operator, ∆w =

D2
xw +D2

yy.
The boundary conditions for the simply supported

right triangular plate are defined as follows:

w = 0, Mnn = 0, (2)

where Eq. (2) relates to all of the edges, Fig. 1, Mnn –
normal bending moment, n – normal to an edge.

b

a

0x
x

ax

ar

0


Ω

r
ϕ 

Fig. 1. Simply supported right triangular plate
with global symbols: xa = (xa, ya);

x = (x, y) = (ra + r) = (ra cosα + r cosϕ, ra sinα + r sinϕ).
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An external excitation is in the following form:

fE(x, y) = f0δ(x − x0, y − y0), (3)

where f0 – amplitude of the exciting force, x0 = (x0, y0)

– point of applying the exciting force.
The active forces of the PZT interaction depend

on its shape, and for square and circular shapes they
can be found, for example, in (Brański, Szela, 2008;
2010). However, these interaction forces for the a-PZT
are derived below.

2.1. Free vibration problem by the superposition
method

The superposition method was applied to solve the
free vibration problem (Gorman, 1983; 1999; Rao,
2007; Saliba, 1990; 1996). It is the solution of the ho-
mogeneous Eq. (1), i.e., ∆2w−λ4w = 0, λ – eigenvalue,
λ4 = ω2

f%h/D, and simply supported boundary condi-
tions along three edges (Leissa, 1969), Eq. (2). First
of all, as in standard, non-dimensional coordinates are
introduced, i.e., ξ = x/a, η = y/b, and ψ – the plate as-
pect ratio. Then, the idea of the Lévy solution, based
on two building blocks BB1 and BB2, is used, Fig. 2.

BB1





0

1





1

1 10

BB2

Fig. 2. Building blocks used in the solution.

The solution is assumed to be of the form satisfying
SS-BC for each building block. This solution satisfies
the SS-BC in advance along the edge ξ = 0, ξ = 1,
and η = 0. According to the displacement and bending
moments along the edge η = 1, the solution for the BB1
can be formulated as:

wBB1(ξ, η)=
m∗

∑
m

G1mθ11m [a∗+θ1m sin (γmη)] sin (mπξ)

+
∞
∑
m∗+1

G1mθ22m [a∗+θ2m sinh (γmη)] sin (mπξ), (4)

where
a∗ = sinh (βmη) ,

and G1m is the Fourier coefficient,m = 1,2, ...,m∗. The
first sum is related to condition λ2 > (mπ)2, the second
sum ought to be used if λ2 < (mπ)2, and

θ1m =
[β2
m − νψ2(mπ)2] sinh (βm)

[γ2
m + νψ2(mπ)2] sin (γm)

,

θ2m = −
[β2
m − νψ2(mπ)2] sinh (βm)

[γ2
m − νψ2(mπ)2] sinh (γm)

,

(5)

θ11m =
1

sinh (βm) + θ1m sin (γm)
,

θ22m =
1

sinh (βm) + θ1m sin (γm)
,

(6)

βm = ψ
√
λ2 + (mπ)2,

γm = ψ
√
λ2 − (mπ)2 or γm = ψ

√
(mπ)2 − λ2.

(7)

The solution for the BB2 is obtained from Eq. (4)
by replacing G1m by G2m and where

θ1m = −
sinh (βm)

sin (γm)
,

θ11m =
1

θ1mγ2
m sin(γm) − β2

m sinh(βm)
,

(8)

θ2m = −
sinh(βm)

sinh(γm)
,

θ22m =
1

θ2mγ2
m sinh(γm) − β2

m sinh(βm)
.

(9)

The last step is to enforce the simply supported
boundary condition along the hypotenuse. For this
purpose, the BB1 and BB2 are overlapped. Hence,
the SS-BC on two perpendicular sides of the triangle
are satisfied. However, the boundary condition along
the hypotenuse is enforced by adjusting the Fourier
coefficients in wBB1(ξ, η) and wBB2(ξ, η), i.e., G1m

and G2m. Thus along the hypotenuse, η may be writ-
ten as η = 1 − ξ and wBB1(ξ,1 − ξ), wBB2(ξ,1 − ξ) are
obtained. Formulating the contributions of the BB1
and BB2 and adjusting the G1m and G2m to sat-
isfy the bending moment along the hypotenuse, the
formal solution of the problem is obtained. To solve
the triangular plate free vibration problem, all bound-
ary conditions should be simultaneously satisfied. The
method leads to the system of homogeneous algebraic
equations. The determinant of the coefficient matrix
is equal to zero and eigenvalues λ2 are calculated. It
leads to the solution of the triangular plate free vibra-
tion problem SS-BC in the form:

w(ξ, η) = wBB1(ξ, η) +wBB2(ξ, η). (10)

To verify the numerical code, the eigenvalues λ2 for
the first five mode shapes are calculated, and they
are the same as in (Saliba, 1990). To obtain the plate
deflection in the (x, y) coordinates, in the above for-
mulas the (ξ, η) dimensionless coordinates have to be
transformed again.

2.2. Determination of the a-PZT and its action
on the plate

Standard (regular) piezoelectric actuators have
square, rectangular and circular shapes. In a 2D analy-
sis of the actuator acting on a plate, it is assumed
that the actuator induces a bending moment along its
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edge. If the piezoelectric material has the same prop-
erties in two directions, the induced bending moments
are the same at each end of the cross-section of the
actuator (Fuller et al., 1997; Her, Chen, 2020).
More precisely, in the case of a square or rectangu-
lar actuator, the bending moments at opposite edges
are the same. However, in the case of a circular actu-
ator, the bending moment along the edge is the same.
As shown in (Brański, Szela, 2008; 2010), bending
moments in one cross-section can be replaced by two
the same pairs of forces.

To form the a-PZT, the active fibers are consid-
ered, arranged radially at a certain point on the plate.
Next, it is necessary to find this point that would con-
nect all fibers, i.e., the point around which the actua-
tor would be created. It turns out that at this point,
marked by xa = (xa, ya), the bending moment of the
plate reaches the absolute extreme. Then, the maxi-
mum bending moment criterion is used to find the xa
(it is a common point for all fibers, and the basic one
of a-PZT).

To create the shape of the a-PZT, by analogy
to one-dimensional structure, namely, to the beam
(Brański, Kuras, 2022), the plate bending moments
in all directions with ∆ϕk = ϕk −ϕk−1 = 1 degree inter-
val are calculated (Fig. 3). On separate fibers in both
directions from point xa, the points xk = (x1k, y1k)

with the same plate bending moments are found. Then
the neighboring points at the ends of the fibers were
connected with a line and this line created the edge of
the a-PZT.

2kf

y

1

k

11

2kn

21n

11n

1kn

11x

x1k1k

2k

21

x
0

x
y

z

ax
21f

∑

11f

1kf

(f1k + f2k)

Fig. 3. The idea of constructing the a-PZT
and global symbols.

An arbitrary fiber of the a-PZT acts on the plate
with the bending moments:

2Mk =M1k +M2k = f1k`1k + f2k`2k, (11)

where `k = {`1k, `2k} are the arm lengths of the asym-
metric fiber.

Bending moments can be replaced by two pairs of
forces:

fPk = fPk(x, y) = f1kδ(x − x1k, y − y1k)

− (f1k + f2k)δ(x − xa, y − ya)

+ f2kδ(x − x2k, y − y2k), (12)

where k – the number of PZT fibres in the actua-
tor, fk = {f1k, f2k} – the forces due to a fibre,
{x1k = (x1;k, y1;k), xa = (xa, ya), x2k = (x2;k, y2;k)} –
the points of applying forces of a fibre; for simplicity
xk = (x1k, x2k), x = (x, y) = (ra+r) = (ra cosα+r cosϕ,
ra sinα + r sinϕ) – an arbitrary point of the plate.

Equation (12) defines the acting of one fiber of
the a-PZT on a plate. To determine the acting of the
a-PZT, it is necessary to sum the acting of all fibers:

fP = fP (x, y) =∑
k

fPk(x, y). (13)

3. Forced vibration reduction by actuator

As we assumed the response of the plate and the
excitation are harmonic, one can express these func-
tions as

wf(x, y) =∑
n

Anwn(x, y), (14)

f(x, y) =∑
n

Bnwn(x, y), (15)

where An is the constant to be determined, and

Bn =
1

ζn

x

Ω

f(x, y)wn(x, y)dxdy,

ζn =
x

Ω

w2
n(x, y)dxdy.

(16)

The force f(x, y) represents both the exciting force
and forces due to PZT, Eq. (1), so the integral in
Eq. (16) can be written as In = In;E + In;P , where

In;E =

x

Ω

fEwn(x, y)dxdy

=

x

Ω

f0δ(x − x0, y − y0)wn(x, y)dxdy

= f0wn(x0, y0). (17)

According to Eq. (12)

In;P =

x

Ω

∑
k

fPk(x, y)wn(x, y)dxdy

= ∑
k

[f1kwn(x1k, y1k) − (f1k + f2k)wn(xa, ya)

+f2kwn(x2k, y2k)] . (18)

Substituting Eq. (11) into square brackets and after
some calculations, one can obtain

∑
k

[f1kwn(x1k, y1k) − (f1k + f2k)wn(xa, ya)

+ f2kwn(x2k, y2k)]

= −
1

2D
∑
k

`1k(`1k + `2k)Mk(xa, ya), (19)
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whereMk(xa, ya) is the plate bending moment at point
(xa, ya).

Equation (19) determines the direct relationship
between transverse displacement of the plate caused
by the actuator and the plate bending moment at the
point (xa, ya). Based on Eqs. (17)–(19), the Bn can
be calculated. Substituting Eqs. (14)–(15) into Eq. (1)
and taking into account the mode shape functions,
Eq. (10), the An coefficients can be expressed as fol-
lows:

An=
Bn

(n2π2 − β2
n)

2 − ω2
f

,

An=
Bn

(n2π2 + γ2
n)

2 − ω2
f

or An=
Bn

(n2π2 − γ2
n)

2 − ω2
f

(20)
whichever is real.

Substituting Eq. (20) into Eq. (14):

wf(x, y) =∑
n

1/ζ (In;E + In;P )

(n2π2 − β2
n)

2
− ω2

f

wn(x, y), (21)

and considering only the part due to excitation, one
can obtain a function that is an optimization objective
function:

In;f = f0wn(x0, y0) −
1

2D
∑
k

`1k (`1k + `2k)Mk(xa, ya)

= In;E + In;P . (22)

Equation (22) was used to model three types of
PZT: square, circular, and asymmetrical. The In;f re-
duction leads to a reduction of the plate vibrations.
Equation (22) means that a total reduction of vibra-
tion is possible if the plate response to the exciting
force fE equals the plate response to the forces from
all fibers composing the two-dimensional actuator, i.e.,
if In;f = 0. Thus, the objective function is trivial; the
derived expression is minimized and can be written as
follows:

J = min (In;f) . (23)

4. Reduction effectiveness coefficient

The vibration reduction effectiveness is measured
by analysing the vibration amplitude of the plate. The
coefficient which is used to calculate the amount of
vibration reduction is formulated as follows:

Rn =
wn;E −wn;f

wn;E
⋅ 100%, (24)

where wn;E is the transverse displacement of the plate
at the point of maximum amplitude (without PZT);
vibrations are forced only by the force fE(x, y), wn;f

– the transverse displacement of the plate at the point
of maximum amplitude (with acting PZT); vibrations

are forced by fE(x, y) and reduced by forces from the
PZT fibers.

Similarly to Rn, other coefficients can be formu-
lated, based, for example, on the bending moment or
the shear force. The paper presents the results of Rn,
because the amplitude value is related to the values of
the other two quantities.

5. Analytical calculations

The object of the calculations is an isosceles right
triangular plate with simply supported edges. The fol-
lowing data were assumed in the calculations: a = 1 m,
b = 1 m, h = 1.59 ⋅ 10−3 m, E = 71.7 ⋅ 109 Pa, % =

7169 kg ⋅m−3, ν = 0.33, the lengths of each PZT fiber
are the same and equal 0.2a. The number of fibers was
constant for all cases and equal 40. The amplitude of
the exciting force was selected experimentally to obtain
significant plate deflections for a given mode shape:
{f0;n}={f0;1, f0;2, f0;3, f0;4, f0;5}={2,20,20,40,40} N.

5.1. Vibration reduction of triangular plate via PZTs

Based on the assumptions made, the shapes of
asymmetrical piezoelectric actuators are determined,
and then the effect obtained after their application is
compared with the effect of regular PZTs. Taking into
account the asymmetric actuator determined by the
exact method, its simplified version is presented, in
which the asymmetry points of each fiber are arbitrar-
ily set at the point of the maximum bending moment
of the plate (Fig. 4). The quantitative results of the
calculations are shown in Table 1 and Fig. 5.

Fig. 4. a-PZT for first mode shape.

Table 1. Vibration reduction coefficient results.

Mode
Rn [%]

s-PZT c-PZT a-PZT
1 97.43 97.70 99.69
2 97.84 97.82 99.71
3 98.45 99.55 99.89
4 99.93 99.60 99.94
5 97.00 97.98 99.66
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Mode shape

Fig. 5. Rn coefficient for first five mode shapes.

Figure 6 shows the effect of applying s-PZT, c-PZT,
and a-PZT. Figures 7a–c corresponds to the first mode
shape and they are compared with different shapes of
actuators. Figures 7d–f shows the same for the second
mode shape. In Fig. 8 there are a-PZTs for higher mode
shapes.

Fig. 6. Results of the PZTs acting for the first three mode
shapes: s-PZT (left); c-PZT (center); a-PZT (right).

The results show a big advantage of the a-PZT over
the s-PZT. The maximum difference in efficiency oc-
curs for the 5th mode and it is almost 3%. The shape
of the a-PZT closely corresponds to the shape of the
nodal lines for a given mode. For the 1st, 2nd, and 5th
mode shape, in which the nodal lines form triangles si-
milar to the shape of the plate, one gets an irregular
shape of the actuator with three vertexes. Moreover,
for these mode shapes, a clear axial symmetry can be
seen in the shape of the actuator. The axial symmetry
can also be seen in the other two vibration modes,
3rd and 4th. In these cases the nodal lines in the
area of the a-PZT location are close to a square with
rounded vertices (one rounded vertex in the case of
3rd mode, Fig. 8a, two rounded vertices in the case

a) b)

X 

c) d)

e) f)

Fig. 7. PZTs shapes and locations for the first two mode
shapes – 1st mode shape: a) s-PZT, b) c-PZT, c) a-PZT;

2nd mode shape: d) s-PZT, e) c-PZT, f) a-PZT.

a) b)

c)

Fig. 8. a-PZTs shapes and locations for other mode shapes:
a) 3rd mode shape; b) 4th mode shape; c) 5th mode shape.
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of 4th mode, Fig. 8b). In these cases the axial symme-
try is due to the plate geometry (isosceles triangle).

The shape of the nodal lines also affects the dif-
ference between the efficiency of the c-PZT and the
a-PZT. It can be seen that for 1st, 2nd, and 5th mode
shapes the difference is about 2% in favour of the
a-PZT. However, for 3rd, 4th, and higher mode shapes,
the reduction effectiveness coefficient for the c-PZT is
very close to the a-PZT. The greater difference in ef-
ficiency for these mode shapes can be seen with the
reduction of the PZT fiber length.

6. Conclusions

The article presents an active vibration reduction
of triangular plate via asymmetrical PZT. Based on
the principle of operation of the PZT, the problem of
its optimal shape was solved. This led to the creation
of the a-PZT. It consists of radial one-dimensional fiber
actuators with a common point. This point is located
at the maximum plate bending moment. Each actu-
ator fiber was considered separately to optimize its
arm lengths. By joining the adjacent ends of the sepa-
rate fibers, an a-PZT shape was created. The a-PZT
provides the most effective reduction of vibrations for
a given structure. The results, presented in Table 1,
show that the use of the a-PZT in the active reduction
of vibrations of two-dimensional structures provides
greater efficiency than regular actuators, both square
and circular ones. Based on the calculations, the con-
clusions can be formulated:

– the a-PZT consists of the radial one-dimensional
fiber actuators with a common point;

– this is the basic a-PZT point at which the plate
bending moment reaches its maximum; it leads to
the formulation of the maximum bending moment
criterion, to obtain the a-PZT shape;

– the a-PZT reduces vibration more effectively than
s-PZT and c-PZT assuming the same energy
added to all systems;

– the a-PZT shape closely correlates with the nodal
lines of a given mode, i.e., the type of asymmetry
depends on the shape of the nodal lines around
the maximum plate bending moment.

The idea of the a-PZT presented in the paper can
be a starting point for considerations on the active re-
duction of vibrations of more complex two-dimensional
structures, e.g., cylindrical or three-dimensional struc-
tures.
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Traffic noise in big cities impacts the people who live and work in high-rise buildings alongside arterial
roads. To determine this impact magnitude, this paper proposes and validates a microscopic level method that
locally predicts the total noise level and the spectral characteristics of traffic flow in the near-road region. In the
proposed method, the vehicles on the road are considered as multiple queues of moving point sound sources with
ground reflection considered. To account for the flow of vehicles on the road, traffic field data, and individual
vehicle noise source models are also employed. A field measurement is conducted to validate the proposed
method. Results comparison shows that the predicted and the measured overall A-weighted sound pressure
level and A-weighted noise spectra are within 3 dBA and 5 dBA, respectively. Based on the validated method,
the spatial distribution of traffic noise near the arterial road is investigated for different traffic scenarios.
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1. Introduction

1.1. Background and motivations

In many big cities, arterial roads, and overhead
freeways have been constructed in the urban areas or
between the urban and suburban areas to meet the
cities’ transportation demands. Due to the high traffic
speed and volume, the noise generated by traffic flows
on such roads is much more important than that gen-
erated by traffic on secondary streets. In many densely
populated cities, it is common for high-rise buildings,
whether residential, educational, business or commer-
cial, to be built just by the overhead freeways or no
more than several hundred meters away from the arte-
rial roads. People who live or work in those buildings
experience daily traffic noise annoyance, which can be
harmful to their health (Lokhande et al., 2018; Bar-
rigón Morillas et al., 2022; Sanok et al., 2022).

To evaluate the traffic noise impact on existing or
planned infrastructures, a series of traffic noise predic-
tion methodologies have been established. Depending
on the scope and degree of detail of the researched
problem, these methods could be divided into three
categories. The first methodology is the deterministic
model. It relies on single vehicle noise emission model as
well as traffic speed and volume data (Nielsen et al.,
1996; Bendtsen, 1999; Kephalopoulos et al., 2012;
Directive EN, 2015; Lin et al., 2012; Peng et al.,
2019). Although the prediction range is limited, de-
tailed information, such as the third-octave spectra
and higher accuracy, is ensured. The second modeling
category, based on the noise map (Hinton et al., 2005;
Popp, 2003), extends the road traffic noise predic-
tion to city regions (Lee et al., 2008). By noise maps,
the traffic noise exposure of the population could be
estimated (Kaddoura et al., 2017; Lan et al., 2020;
Lokhande et al., 2017). However, for regional or even
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national scale noise exposure estimation, incomplete
data makes the noise map partially efficient. For such
a scale, the statistical model (Staab et al., 2022) based
on available data and linear land-use regression could
be employed.

In view of the traffic noise issue alongside arterial
roads in big cities, this paper targets to develop a traffic
noise prediction method at a microscopic level, which
is applicable to evaluating locally the impact of traf-
fic noise from a segment of the arterial road on people
living or working in nearby high rise buildings, and
provides detailed spectral features and noise level spa-
tial distributions. Under such circumstances, the width
of the noise source could vary from 25 m to over 60 m
depending on the road width, while the distance of the
observer in nearby buildings from the road is mostly
no more than 500 m, making the dimension of the
noise source non-negligible as compared to the range
of sound propagation.

The method proposed by this paper aims at pre-
dicting locally the traffic noise near a segment of big
roads with the multi-lane configuration of the arterial
road considered to avoid the linear source assumption
(Steele, 2001; Quartieri et al., 2009). On each lane,
the vehicles are modeled as a queue of moving point
sound sources in half space. The time-dependent sound
pressure field of each vehicle is derived by acoustic the-
ory considering the translational movement of the ve-
hicle and the reflection of the ground. At the receiver
point, the total sound pressure at a certain moment is
considered as the superposition of the sound pressure
fields of all the vehicles on the road. The noise intensity
of each vehicle as a point source follows the noise emis-
sion expression in (Lin et al., 2012) and the noise spec-
tral characteristics for different vehicle types follow the
work of Yang et al. (2020). The sound attenuation ef-
fect of trees by the road is also considered. Therefore,
the valid range of the method is in the vicinity of ar-
terial roads where the road width makes simple line
source assumption less suitable. The 1/3 octave sound
pressure level spectra could be predicted with different
lane configurations, vehicle speeds, and vehicle types.

1.2. Related work

In predicting traffic noise alongside roads, three ba-
sic elements are needed: 1) the noise source charac-
teristics: the noise level and spectral characteristics of
a single vehicle depending on vehicle speed and type;
2) traffic flow data: including traffic speed data and
traffic volume data; 3) the propagation module: the
noise emission model that estimates the noise inten-
sity at a certain distance away from the vehicle. Many
researchers worked on these elements and have laid
a well-established foundation for reference.

To obtain the noise source characteristics of a single
vehicle, field tests have been conducted with different

vehicle types, speeds, accelerations, and road surface
status. By collecting noise measurement results near
the roads in the Nordic countries, the Nordic Predic-
tion method (Nielsen et al., 1996; Bendtsen, 1999)
established the noise emission curves as a function of
vehicle speed for light and heavy vehicles. Lin et al.
(2012) measured the noise data of light, medium. and
heavy vehicles at a traffic intersection and established
the relationship of the sound pressure level of a sin-
gle vehicle as a function of speed and acceleration at
a reference location of 7.5 m from the first lane. In the
report of Common Noise Assessment Methods in Eu-
rope (CNOSSOS-EU) (Kephalopoulos et al., 2012;
Directive EN, 2015), the influence of frequency and
noise source type was introduced to the source emis-
sion module. For instance, the vehicle noise is decom-
posed into rolling noise and propulsion noise. Their
dependencies on vehicle speed and frequency were pro-
vided, respectively. To obtain detailed spectral noise
characteristics, Luo et al. (2013) and Yang et al.
(2020) collected and classified the 1/3 octave noise spec-
tral energy contribution of single vehicles based on ve-
hicle type and speed, which allows the prediction of
the traffic noise spectrum.

Another aspect of traffic noise prediction is to re-
late the noise emitted by the traffic flow with the
receiver at a certain point. A variety of models have
been established by researchers from different coun-
tries. For example, see the FHWA (Barry, Reagan,
1978), the CoRTN (CoRTN, 1975), the RLS 90 (RLS,
1990), the Nord2000 (Nielsen et al., 1996; Bendt-
sen, 1999), the NMPB-Route-2008 (Dutilleux et al.,
2010), and the CNOSSOS-EU (Kephalopoulos
et al., 2012; Directive EN, 2015; Khan et al., 2021).
In these models, the propagation module adopts the
energy type equation or the ray tracing theory to cal-
culate the sound attenuation caused by geometrical di-
vergence during the propagation. Influences of the ab-
sorption of air, the effect of obstacles, the reflection of
the ground, etc., are also implemented in the models.
By using these emission models, the equivalent sound
pressure level of traffic flow could be estimated. For
instance, Stoilova and Stoilov (1998) applied this
kind of model to study noise pollution control by traf-
fic lights. In (Yang et al., 2020) the noise spectrum
of the traffic flow was calculated based on a localized
noise emission model.

2. Methodology

This section describes the formulation of the pro-
posed method from a single vehicle to the traffic flow
on the road.

2.1. Acoustic field of a single vehicle on the road

The basic hypothesis in the current formulation is
that the vehicle could be regarded as a point sound
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source or acoustic monopole. This means that the di-
rectivity of the vehicle noise is dropped in the first
place. However, unlike aircraft, the vehicle does not
operate in free space but on the road and moves along
a certain direction with variable speed. Therefore, the
reflection effect of the ground and the moving effect
of the vehicle on sound propagation should not be ne-
glected.

With the above considerations, the vehicle on the
road is modeled as a moving point sound source in half-
space. Figure 1a sketches the geometric configuration
of the observation point (Xo, Yo, Zo, t) and the i-th ve-
hicle (in red) on the road (Xi, Yi, Zi, t) at time t. The
formulation starts from the three-dimensional sound
pressure field expression of a static point source at fre-
quency f . At time t the acoustic pressure at the obser-
vation point is (Smith III, 2010)

ps(Xo, Yo, Zo, t) =
pa
rio
ei(2πft−krio), (1)

where pa represents the acoustic pressure amplitude
of the point sound source, f and k are the frequency
and the wavenumber of the sound wave, and rio is the
distance between the sound source and the observation
point. In Eq. (1), the pressure variable whose ampli-
tude is proportional to 1/r with propagation distance
(Smith III, 2010) is used instead of the acoustic inten-
sity, which follows the inverse square law in order to
consider the phase difference when superimposing the
contribution of all the vehicles on the road in Eq. (3).

The moving effect means that the measurement of
acoustic pressure at the observation point at the mo-
ment t does not come directly from the vehicle’s cur-
rent position at t (red vehicle in Fig. 1a) but from
a certain moment prior to t at the position of (Xi−Viτ ,
Yi, Zi, t − τ) (upward pink vehicle in Fig. 1a). This
difference in time is called the retarded time τ or de-
lay. To estimate it, the simplified sketch in Fig. 1b
should be referred to. The first step is to calculate the

a) b)

Fig. 1. Schematic representation of the formulation: a) geometry configuration; b) simplified sketch.

orientation angle θ. According to the dot product of
vector

ÐÐ⇀
A′A and

Ð⇀
AO, the orientation angle is

θ = arccos

⎛
⎜
⎜
⎝

ÐÐ⇀
A′Ag

Ð⇀
AO

∣
ÐÐ⇀
A′A∣ ∣

Ð⇀
AO∣

⎞
⎟
⎟
⎠

, (2)

where
Ð⇀
AO is the vector from the vehicle’s current po-

sition to the observation point at time t.
ÐÐ⇀
A′A is the dis-

tance traveled by the i-th vehicle during the retarded
time. In Eq. (2), since the retarded time τ is unknown,
the direction of the vector A′A is sufficient for the cal-
culation.

After obtaining the orientation angle θ, it is possi-
ble to derive the retarded time τ . During the retarded

time, the vehicle has traveled a distance of ∣
ÐÐ⇀
A′A∣ = Viτ

if its speed was assumed constant during that period.
Let us take the triangle ∆OAA′, the cosine theorem
says:

(c0τ)
2
= (Viτ)

2
+ ∣
Ð⇀
OA∣

2

− 2 (Viτ) ∣
Ð⇀
OA∣ cos(θ), (3)

where c0 is the speed of sound and Vi is the speed of
the i-th vehicle. By solving this second degree equa-
tion, the retarded time τ is obtained so that the exact
position of the i-th vehicle at time t − τ is derived as
A′ = (Xi − Viτ, Yi, Zi, t − τ).

The ground effect means that the sound traveling
downwards z-direction is reflected by the road surface.
This effect is treated by adding an image point source
beneath the road (Hudson, 2008; McLaughlin et al.,
2008), as shown in Fig. 1b by an upside-down pink ve-
hicle. Mathematically, the position of the image point
source is A′′ = (Xi − Viτ, Yi,−Zi, t − τ). The strength
of the image source varies with different types of road
surface due to different sound reflection and absorption
coefficients.

With the moving point sound source and the
ground effect, the acoustic pressure of frequency f at
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the observation point at time t caused by the i-th vehi-
cle is the sum of the two point sources located at A′ =
(Xi−Viτ, Yi, Zi, t−τ) and A′′ = (Xi−Viτ, Yi,−Zi, t−τ).

pio(XoYoZot) =
pia
R2

ei(2πf(t−τ)−kR2)

+
Cg(f)p

i
a

R3
ei(2πf(t−τ)−kR3), (4)

where R2 = ∣OA′∣ is the distance between the i-th ve-
hicle at the moment of sound emission t − τ and the
observer point, and R3 = ∣OA′′∣ is the distance be-
tween the image of the i-th vehicle and the observer
point. The coefficient Cg(f) stands for the frequency-
dependent reflection coefficient of the ground surface.
In the current paper, it is set according to the mea-
sured absorption coefficients of asphalt pavements in
the work of Knabben et al. (2016) and Li et al. (2014).
Detailed values of the reflection coefficient are listed in
Appendix A.

2.2. Vehicle noise source characteristics

Subsection 2.1 derived a formulation that could cal-
culate the acoustic pressure field of a single moving
vehicle on the road. However, in Eq. (4), the acous-
tic pressure amplitude pa is dependent on the strength
of the sound source. The dependence of this variable
on vehicle type, speed and frequency requires the sup-
port of field data. In this paper, we are not engaged
in collecting vehicle noise source characteristics but in
using the source model of Lin et al. (2012) and the
single vehicle noise spectral characteristics in the work
of Yang et al. (2020). A brief introduction and the
use of the employed models are presented herein for
completeness.

According to Lin et al. (2012), the sound pressure
level of a vehicle at the reference location 7.5 m away
from the first lane and 1.2 m in height is dependent on
its speed and vehicle type by:

light vehicle: L = 27.96 + 24.91 log 10(V ),

medium vehicle: L = 28.36 + 29.73 log 10(V ),

heavy vehicle: L = 31.77 + 29.70 log 10(V ),

(5)

where V is the speed of the vehicle in km/h. Lin et al.
(2012) expression establishes the relationship between
vehicle noise pressure level and vehicle speed based on ve-
hicle type. It means that the acoustic pressure ampli-
tude could be written as pia(Typei, Vi). However, Lin’s
expression (Lin et al., 2012) is only valid for the over-
all sound pressure level that does not contain spectral
energy distribution.

In (Yang et al., 2020) detailed noise spectral en-
ergy distribution at 1/3 octave frequencies from 12.5 Hz
to 20 kHz is provided for four types of vehicles: light
vehicle, medium vehicle, heavy vehicle, and bus. Since

the vehicle speed also influences the spectral energy
distribution, Yang et al. (2020) have also provided the
noise spectral energy distribution at different velocity
intervals. By collecting the spectral information the
authors of this paper have established a database for
four vehicle types and five vehicle speed intervals at
28 1/3 octave frequency bands. Detailed spectral distri-
butions can be found in Appendix B.

To combine the model of Lin et al. (2012) and the
data of Yang et al. (2020), the acoustic pressure am-
plitude pa at frequency fk for a certain type of ve-
hicle at velocity Vi is the multiplication of the sound
pressure (converted from sound pressure level) from
Eq. (5) and the spectral energy distribution at fre-
quency fk. Finally, the acoustic pressure amplitude in
Eq. (4) is dependent on vehicle type, speed and fre-
quency pia(Typei, Vi, fk). It should be pointed out that
although the field data in the literature was acquired
by experimental measurements, the absolute ampli-
tude of pia(Typei, Vi, fk) still needs to be calibrated
for realistic application. This is because the exact val-
ues of the first terms in Eq. (5) (Lin’s expression (Lin
et al., 2012)) depend on the reference location of the
measurement.

2.3. Prediction of traffic flow noise on the road

With the formulation of the acoustic field of a single
vehicle and the vehicle noise feature database, it is pos-
sible to evaluate the total noise spectrum of the whole
traffic flow on the road. At a given observation point
position and time (Xo, Yo, Zo, t), the total acoustic
pressure ptotal at one of the 1/3 octave frequency bands
fk is the sum of the contribution of each vehicle on the
road:

ptotal(Xo, Yo, Zo, t, fk) =

∑
i

(
pia(Typei, Vi, fk)

R2
ei(2πfk(t−τ)−kR2)

+
Cgp

i
a(Typei, Vi, fk)

R3
ei(2πfk(t−τ)−kR3)), (6)

where i represents the i-th vehicle on the road, and
k is the k-th 1/3 octave frequency band. To obtain
the noise spectrum at the observation point, the total
acoustic pressure ptotal at every 1/3 octave frequency
band should be calculated following Eq. (6).

To derive the sound pressure level spectra, the
sound pressure level at each frequency band SPL(fk)
is calculated first with the A-weighting factor. Then,
considering that vegetation by the side of the arte-
rial roads could attenuate sound that passes, sound at-
tenuation through trees should be accounted for when
calculating the sound pressure level spectra in the far
field (Van Renterghem et al., 2012). Figure 2 shows
a schematic configuration when calculating the sound
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Fig. 2. Schematic configuration for sound attenuation cal-
culation by vegetation.

attenuation by vegetation on a certain cross-section
plane of the road. The origin of the cross-section plane
is placed on the road’s centerline, where the noise
source location is assumed. For the observer points in
the dashed line region, the attenuation of the trees is
accounted for because the trees would block the sound
propagating directly from the source to the observers,
such as the far-field observer point C in the figu-
re. However, for far-field observer point B and near-
field observer point A, the sound attenuation by the
vegetation needs not to be counted. Detailed sound at-
tenuation values employ those in (Price et al., 1988),
as listed in Appendix C.

2.4. Comments on the proposed traffic noise
prediction method

The proposed traffic noise prediction method is based
on the acoustic pressure field of moving point sources
in half-space and the field data of vehicle noise from the
literature, as explained in Subsecs. 2.1 and 2.2. These
two elements are independent of the traffic flow status
because they deal only with one vehicle. However, the
traffic flow on arterial roads contains hundreds to thou-
sands of vehicles. The summation in Eq. (6) is math-
ematically rigid but not easy to be applied in real cir-
cumstances since it demands the time-dependent posi-
tion and velocity of every vehicle on the road.

In real circumstances, traffic noise from arterial
roads is more important at rush hours during the day
because of the very high traffic volume. During rush
hours, the traffic volume is not only high, but also
steady and uniform. This means that all the vehi-
cles on the road are driven at a relatively high and
steady speed, and the gaps between vehicles are nearly
uniform. Under this condition, the lane-wise time-
averaged vehicle speed and volume could be a good
approximation of the realistic traffic scenarios. As it
could represent the main feature of the traffic flow on
the road and it does not demand every detail of the
traffic flow. Therefore, to apply the proposed method
to realistic traffic noise prediction problems, we could
first obtain lane-wise traffic data by field measure-
ments during rush hours. Then establish numerically
an equivalent traffic flow calculated from the lane-wise
measurement data. With the equivalent traffic flow es-

tablished, the position and the velocity of each vehicle
in the traffic flow could be derived so that the formu-
lation in Subsecs. 2.1, 2.2, and 2.3 could be applied to
calculate the noise spectra from the whole segment of
the road at a certain observation point.

3. Calibration and validation

In order to validate the proposed method, a field
measurement is conducted, obtaining four groups of
traffic flow and roadside noise data. The logic be-
hind is to use one group of the data to calibrate the
absolute value of the acoustic pressure amplitude
pia(Typei, Vi, fk) in Eq. (6) and use the other three
groups for validation.

3.1. Test site

The test site is chosen to be a segment of Jingshi
Road, Jinan, China. It is a two-way 14-lane arterial
road that is the most important road in Jinan city.
Near Jingshi Road, three residential districts, business
buildings, hotels, and hospitals are located. During
rush hours, due to the very high traffic flow volume,
the traffic noise is very explicit and impacts the people
who live and work in the buildings by the road.

As shown in Fig. 3a, the length of the tested road
segment is about 1.2 km. The observation points are

a)

b)

Fig. 3. Spatial configuration of the test site: a) overall ge-
ometry of the tested road segment; b) lane definition of the

tested road segment.
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chosen to be near the middle of the tested segment
to make sure that the vehicles’ speeds passing the ob-
servation points reached a quasi-steady state. A flyover
bridge is located near the observation points where the
video of the traffic flow is taken. The road has 14 lanes
and 2 green areas. The width of each lane is 3.75 m and
that of the green area is approximately 8 m. On both
sides of the road, there are two belts of barrier trees.
These barrier trees, consisting of a mixture of poplar
(Populus simonii), cypress, and Chinese holly (Ilex cor-
nuta), are 40 m away from the road’s centerline and
have a width of 24 m and a height of about 20 m. The
total road width is 68.5 m including the automotive
lanes only, and 128 m including the pedestrian lanes
and barrier trees. The road direction is chosen to be
along the x-direction in the formulation. The origin is
at the west end of the road segment. The road width
direction is the y-direction, originating at the road’s
centerline. The lane is numbered from south to north,
as shown in Fig. 3b.

The test was conducted on May 30th, 2021, during
rush hour from 5:30 pm to 6 pm (sunny, local tempera-
ture 25○ (Hourly Historical Weather Data [OL])). Four
groups of traffic flow and roadside noise data were col-
lected. For group #1 and group #2, the noise mea-
surement was conducted at point 1 (710 m, −36 m,
1.6 m), which is 1.75 m to the southern edge of lane
#1 and at the height of 1.6 m, as shown in Fig. 3a.
For group #3 and group #4, the observation location
was on the other side of the road at point 2 (710 m,
36 m, 1.6 m), as shown in Fig. 3a. The sound pressure
levels at 1/3 octave frequencies were recorded at the
observation points.

Table 1. Lane-wise traffic flow data of group #1, group #2, group #3, group #4 (separated by slash sign).

Group #1/Group#2/Group #3/Group #4

Lane
Traffic volume [veh/h]

Lane speed [km/h] Lane gap [m]
Light vehicle Medium vehicle Bus

#1 90/90/90/90 0/0/0/0 0/0/0/0 27/20/20/20 300/222.2/222.2/222.2
#2 720/810/810/810 0/0/90/0 90/0/270/90 36/36/36/32 44.44/44.44/30.77/35.56
#3 900/810/540/1260 0/0/0/0 90/0/90/0 48/52/52/52 48.48/64.20/82.54/41.27
#4 1350/990/1350/1170 0/90/0/0 0/90/0/0 54/56/56/52 40.00/47.86/41.48/44.44
#5 1350/1530/1710/1440 0/0/0/0 0/0/0/0 54/56/56/56 40.00/36.60/32.75/38.89
#6 990/1170/1350/1530 90/0/0/0 0/0/0/0 54/56/56/56 50.00/47.86/41.48/36.60
#7 990/720/720/1080 0/0/0/0 0/0/0/0 60/54/54/60 60.61/75.00/75.00/55.56
#8 990/1260/900/1350 0/0/0/0 0/0/0/0 58/58/60/62 58.59/46.03/66.67/45.93
#9 1260/1170/1530/1080 0/0/0/0 0/0/0/0 52/54/56/54 41.27/46.15/36.60/50.00
#10 900/1080/1530/1350 90/0/0/0 0/90/0/0 52/58/54/54 52.53/49.57/35.29/40.00
#11 1530/1080/990/1350 0/90/0/0 0/0/90/180 58/54/54/51 37.91/46.15/50.00/33.33
#12 360/360/1080/720 0/0/0/0 0/450/90/90 50/48/52/50 138.9/59.26/44.44/61.73
#13 720/1080/720/810 0/0/0/0 180/90/90/90 40/42/48/48 44.44/35.90/59.26/53.33
#14 0/0/0/0 0/0/0/0 0/0/90/0 0/0/45/0 –/–/500/–
Total 12690/13050/14130/14490

3.2. Lane-wise average traffic flow volume and speed

The traffic volume on the tested road segment is
wavy in time due to the traffic lights being located
at the two ends (Fig. 3a). In reality, the traffic noise is
crucial only when the traffic volume is high. Therefore,
we choose to record the noise and flow data only when
the traffic flow volume is high and steady. This corre-
sponds to a duration of about 40 s for each group of
measurement where the green lights are on (the green
cycle is 120 s) and the vehicles passing the observation
points reach relatively high and steady speeds. By an-
alyzing the videos of the traffic flow, the traffic volume
and average speed on each of the 14 lanes could be
derived. Detailed traffic flow data are listed in Table 1.

In the measured traffic flow data, group #1 and
group #2, focusing on the traffic from west to east,
have comparable traffic volumes of 12690 veh/h and
13050 veh/h. Group #3 and group #4, focusing on
the other direction, have comparable traffic volumes
of 14130 veh/h and 14490 veh/h. The aforementioned
traffic volumes are the total volume of both directions,
and the difference is due to the measurement time,
where the first two groups were measured between
5:30 pm to 5:45 pm and the last two groups were mea-
sured between 5:45 pm to 6 pm. As for vehicle type,
most vehicles moving on the road during this period of
time are light vehicles and buses. No heavy trucks were
found. In terms of the lane-wise data, traffic volume is
high in middle lanes (#4, #5, #6 and #9, #10, #11)
for both directions and the speed is high in the fast
lanes (#7 and #8). For the lanes near the roadside
(#1 and #14), the traffic volumes and speeds are
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very low. This phenomenon has two reasons. The first
reason is that during rush hours, these two lanes are
reserved only for buses and other vehicles are allowed
to use them only for taking turns. The other reason is
that electric and traditional motorcycles on the road
nearly block the side lanes at rush hour, so buses can
only take the lanes next to the side lanes.

3.3. Equivalent traffic flow

Based on the time-averaged lane-wise traffic flow
data in Table 1, the equivalent steady traffic flow could
be established numerically. In this equivalent traffic
flow, vehicles on the same lane have identical speed
and vehicle gap. The total number of vehicles depends
on the traffic volume values. The type of vehicle also
depends on the lane-wise percentage.

As mentioned above, each vehicle is regarded as
a moving point sound source in half space. The vehi-
cles are set to be moving at constant speed along the
centerline of each lane. The z-coordinates of the sound
source of vehicles depend on its type. For light, me-
dium, and heavy vehicles and buses, the heights of the
point sound sources are set to z = 0.5 m, 0.7 m, 1.0 m,
and 1.0 m, respectively. A simple geometric configura-
tion of vehicles on the road and the observer in the far
field is shown in Fig. 4. In accordance with the field
measurements, the duration of the equivalent traffic
flow in the predictions is also set to 40 s.

3.4. Roadside traffic noise

The roadside traffic noise was measured simultane-
ously with the traffic flow. By averaging the measured
noise data, the time-averaged noise spectra and the
overall sound pressure levels could be derived for each
group of measurement. As previously pointed out, the
data of group #1 is used to calibrate the method and
the other three groups’ data are used for validation.

3.4.1. Calibration of the formulation

Since the observer-to-road distances are different
in Lin’s equations (Lin et al., 2012) and in the cur-
rent measurement, the constant values need to be cal-
ibrated. By shifting the constant values in Eq. (5)
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Fig. 4. Geometric configuration of the vehicles on the road and the observer point (each * represents one vehicle).

by −1.94 dB, the measured and predicted traffic noise
spectra are shown in Fig. 5. It can be seen in the figure
that the predicted spectrum approximates the measu-
red one within an error band of 3 dB between 400–
6000 Hz where the sound pressure level is high. The
error band in the measurements is 3 dB, because dur-
ing the field measurement, randomly-occurred noise
sources such as motorcycles, walking-by pedestrians
and wind would alter the sound levels at the ob-
servation points and thus influencing the consistency
of the measurement results. The A-weighted overall
sound pressure level calculated from the prediction
is 67.3 dBA, while the measured value is 67.7 dBA.
Therefore, it is believed that under this parameter set-
ting, the prediction is close enough to the measure-
ment where the shifting value in Eq. (5) is −1.94 dB.
These parameters are fixed and are employed to check
whether the predictions by the proposed method could
well approximate the other field measurements.
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Fig. 5. Comparison of measured and predicted traffic noise
spectrum for group #1 (error band for the measurement

is 3 dB).

3.4.2. Validation of the method

With the calibrated formulation and the measured
traffic flow data of group #2, group #3, and group #4,
the noise generated by the traffic flow could be esti-
mated and compared with the measured noise. Figure 6
compares the measured and predicted noise spectra.
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a)

b)

c)

Fig. 6. Comparison of measured and predicted traffic noise
spectrum for: a) group #2; b) group #3; c) group #4

(error band for the measurement is 3 dB).

For group #2 in Fig. 6a, the predicted spectrum
approximates the measurement quite well. At some
1/3 frequency bands from 100 Hz to 6000 Hz, the dif-
ferences in sound pressure level exceed the error band
of 3 dB but are mostly less than 5 dB. For group #3
and group #4, where the noise measurement point is
on the other side of the road, the predicted spectra
seem to be even closer to the measurements than the
calibration group. Especially for group #3, the differ-

ences in sound pressure level from 50 Hz to 6000 Hz
are mostly within the error band of 3 dB.

In terms of the overall sound pressure level, the
predicted values are 67.3 dBA, 68.0 dBA, 68.0 dBA,
and 67.7 dBA for group #1, group #2, group #3, and
group #4, while the measured values are 67.7 dBA,
65.0 dBA, 66.5 dBA, and 65.3 dBA. The differences in
the overall sound pressure level are −0. dB, 3.0 dB,
1.5 dB, and 2.4 dB, respectively. The four groups’ over-
all sound pressure level differences are less than 3 dB.

Table 2. Comparison of the overall sound pressure level.

Purpose Calibration Validation
Group number #1 #2 #3 #4
Measurement 67.7 dBA 65.0 dBA 66.5 dBA 65.3 dBA
Prediction 67.3 dBA 68.0 dBA 68.0 dBA 67.7 dBA

SPL difference −0.4 dB 3.0 dB 1.5 dB 2.4 dB

4. Prediction of roadside noise
in different scenarios

In Sec. 3, the proposed traffic noise prediction
method was calibrated and validated by field measure-
ments. The predicted and the measured overall sound
pressure levels and spectra show good coherence. On
this basis, we intend to investigate the influence of traf-
fic noise on people who live and work alongside arterial
roads. This means more attention will be paid to the
sound field distribution in the far field.

Of all the traffic scenarios, two are considered an
obvious annoyance. The first one is during rush hours,
when the impact of traffic noise is quite severe due to
the high traffic volume on the road. Then it is interest-
ing to know how the traffic noise evolves with traffic
volume and vehicle average speed. The second scenario
is near midnight when people are about to fall asleep.
During this period of time, there are frequently fully-
loaded heavy-duty trucks running on the road because
trucks are not allowed to enter the urban area during
daytime due to local traffic regulations. Since the traf-
fic volume is low during that period, these heavy trucks
tend to be driven at very elevated speeds generating
high-level noise.

Therefore, this section intends to employ the previ-
ously established method to study the far-field traffic
noise of the above two scenarios.

4.1. Roadside noise distribution during rush hours

In Subsec. 3.4.2, since the predicted and the mea-
sured spectra are the closest for group #3 (Fig. 6b)
among group #2, group #3, and group #4, we em-
ploy the equivalent traffic flow established from the
data of this group to represent the traffic flow dur-
ing rush hours. Near the middle of the road segment
(x = 710 m), a cross-section observation plane is set up,
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Fig. 7. Overall time-averaged A-weighted sound pressure level on cross-section observation plane (grid size 20× 20 m).

which is 600 m in width (y-direction) and 200 m in
height (z-direction).

With the equivalent traffic flow and the pro-
posed traffic noise prediction method, the overall time-
averaged A-weighted sound pressure level on the obser-
vation plane is calculated (Fig. 7). From the predicted
results, it can be seen that traffic noise at rush hours
on the tested road is quite strong. In the region be-
tween the two tree belts and within 100 m from the
road centerline, the maximum overall sound pressure
level could reach as high as 74.3 dBA, and the mini-
mum value is no less than 65 dBA. The far-field noise
level distribution has a sort of directivity due to the
attenuation of the trees on both sides of the road. In
the region “behind” the trees, the noise pressure level
is reduced significantly.

To provide a detailed evolution of noise level with
distance, the overall time-averaged A-weighted sound
pressure level as a function of distance away from the
road centerline is drawn in Fig. 8 along the directions of
the arrows in Fig. 7. The angles between the arrow and
positive y-axis for line A, line B, and line C are 45○,
18.43○, and 9.46○, respectively. It can be noted that
the traffic noise level decreases with distance. Starting
from 50 m, for the direction of line B and line C, due to
the attenuation of the trees, the overall sound pressure
levels are 2–3 dB lower than that along line A.
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Fig. 8. Overall time-averaged A-weighted sound pressure
level as a function of distance from the road centerline.

Figure 9 plots the predicted noise spectrum at a far-
field observation point of (450, 350, and 100 m). This
far-field point represent the location of the windows of
the nearest high-rise residential buildings by the road.
It can be seen that the sound pressure level exceeds
40.0 dBA during rush hours for a frequency range be-
tween 630 Hz to 2500 Hz. The overall predicted sound
pressure level at this point is 53.2 dBA.
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Fig. 9. Noise spectrum at far-field observation point
(450, 350, and 100 m).

4.2. Traffic noise evolution with traffic volume

Besides rush hours, it is also interesting to know the
traffic noise evolution when the traffic volume varies.
In this section, we are going to test different traffic
volumes. The equivalent traffic flow is also based on the
data of group #3. The total traffic volume on the road
is set to be 7065 veh/h, 10598 veh/h, 14130 veh/h, and
17663 veh/h, corresponding to 50%, 75%, 100%, 125%
of that in group #3.

Figure 10 shows the predicted overall time-avera-
ged A-weighted sound pressure level on the cross-sec-
tion observation plane at x = 710 m for the traffic vol-
ume of 7065 veh/h, 10598 veh/h, and 17663 veh/h (the
14130 veh/h case is shown in Fig. 7). As the traffic vol-
ume increases, the maximum A-weighted overall sound
pressure level near the road increases from 70.1 dBA
to 73.5 dBA to 74.3 dBA and to 75.0 dBA.
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Fig. 10. Overall time-averaged A-weighted sound pressure level on cross-section observation plane at x = 710 m:
a) 7065 veh/h; b) 10598 veh/h; c) 17663 veh/h (grid size 20× 20 m).

Figure 11 compares the spatial evolution of the
overall A-weighted sound pressure level at different
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  7065 veh/h (50% traffic volume of group #3) 
10598 veh/h (75% traffic volume of group #3) 
14130 veh/h (100% traffic volume of group #3) 
17663 veh/h (125% traffic volume of group #3)

Fig. 11. Overall time-averaged A-weighted sound pressure
level as a function of distance from the road centerline

(along line B in Fig. 7) at different traffic volumes.

traffic volumes along line B in Fig. 7. From a traf-
fic volume of 7065 veh/h, each increase of 3533 veh/h
would bring an increase in the overall sound pressure
level of about 1.8 dB, 1.3 dB, and 1.0 dB, respectively.

4.3. Traffic noise evolution with vehicle speed

In this section, the influence of the average vehicle
speed on traffic noise is tested. To make a comparison,
the lane-wise average vehicle speeds in group #3 are
multiplied by a ratio of 0.75, 1, and 1.25, making an
average speed of 37.45, 49.93, and 62.41 km/h.

Figure 12 shows the predicted overall time-
averaged A-weighted sound pressure level on the cross-
section observation plane at x = 710 m for the average
speed of 37.45 km/h and 62.41 km/h (the 49.93 km/h
case is shown in Fig. 7). It can be seen that with higher
average vehicle speed, the traffic noise level becomes
higher. The maximum A-weighted overall sound pres-
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Fig. 12. Overall time-averaged A-weighted sound pressure level on cross-section observation plane at x = 710 m:
a) 37.45 km/h; b) 62.41 km/h (grid size 20× 20 m).

sure level near the road increases from 72.0 dBA to
74.3 dBA and to 77.5 dBA with increasing speed.

To quantify the influence of traffic flow speed, the
spatial evolution of the overall A-weighted sound pres-
sure level at different average vehicle speeds are com-
pared in Fig. 13. The mean difference in decibel be-
tween the 37.45 km/h case and the 49.93 km/h case is
1.7 dB and that between the 50.31 km/h case and the
62.41 km/h case is 2.2 dB.
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37.45 km/h (75% average speed of group #3)
49.93 km/h (100% average speed of group #3)
62.41 km/h (125% average speed of group #3)

Fig. 13. Overall time-averaged A-weighted sound pressure
level as a function of distance from the road centerline at

different vehicle speeds.

4.4. Traffic noise from heavy trucks

Finally, the midnight scenario dominated by heavy-
duty trucks’ noise is studied. We name this case

group #5. During mid-night on Jingshi Road, except
for heavy trucks, there are still occasionally light ve-
hicles, but medium vehicles and buses are rare. Since
the traffic volume is low, the vehicles on the road tend
to be driven at full speeds. The speed limit on Jing-
shi Road is 80 km/h and the speed limit for trucks
is 50 km/h within urban areas. Based on these con-
siderations, the traffic flow for group #5 is presented
in Table 3. In this case, heavy trucks having a lane-
wise volume of 360 veh/h exist on lane #2, #3, #4,
#11, #12, and #13 at the limit speed of 50 km/h. On
the other lanes of the road exists a certain number of
light vehicles at 80 km/h. The total traffic volume is
3420 veh/h for both directions.

Figure 14 plots the predicted overall time-averaged
A-weighted sound pressure level distribution on the
cross-section observation plane at x = 710 m. Compa-
red with previously tested cases, the truck-dominated
case is as ‘noisy’ as the group #3 case in Fig. 7. In the
region near the road, the maximum A-weighted over-
all sound pressure level for group #5 is 73.5 dBA and
that of group #3 is 74.3 dBA.

Since the noise characteristics depend on vehicle
type, the noise spectral feature could be different even
with the same value of sound pressure level. Figure 15
compares the spectra of the two cases. It is observed
that for the truck-dominated case, the contribution
at low frequencies is more important. Between 100 Hz
and 200 Hz, the noise level emitted by trucks is 5 dB
higher than for a mixed type of vehicles. The over-
all A-weighted sound pressure level for group #5 is
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Table 3. Lane-wise traffic flow data of group #5.

Group #5

Lane number
Traffic volume [veh/h]

Lane speed [km/h] Lane gap [m]
Light vehicle Medium vehicle Heavy vehicle Bus

#1 90 0 0 0 30 333.33
#2 0 0 360 0 50 138.89
#3 0 0 360 0 50 138.89
#4 0 0 360 0 50 138.89
#5 180 0 0 0 80 444.44
#6 180 0 0 0 80 444.44
#7 180 0 0 0 80 444.44
#8 180 0 0 0 80 444.44
#9 180 0 0 0 80 444.44
#10 180 0 0 0 80 444.44
#11 0 0 360 0 50 138.89
#12 0 0 360 0 50 138.89
#13 0 0 360 0 50 138.89
#14 90 0 0 0 30 333.33

3420 (total)
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Fig. 14. Overall time-averaged A-weighted sound pressure level on cross-section observation plane at x = 710 m
for the heavy truck-dominated case (grid size 20× 20 m).
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Fig. 15. Noise spectra at far-field observation point (450 m,
350 m, 100 m) for the truck-dominated case and that of

group #3 case.

52.9 dBA, while that of group #3 at the same obser-
vation point is 53.2 dBA.

5. Conclusions

Focusing on the influence of traffic noise from arte-
rial roads on people in nearby high-rise buildings, this
paper proposes and validates a microscopic-level noise
prediction method that could estimate the spatial dis-
tribution and spectral characteristics of traffic noise in
the vicinity of multi-lane arterial roads.

In the prediction method, the sound pressure field
for each vehicle could account for the motion of the ve-
hicle and the reflection effect of the ground. With lane-
wise field data as input, an equivalent traffic flow
could be established to model the road as a multiple-
lane noise source. Accompanied by the noise source
model and spectral characteristics in the literature, the
method is able to evaluate the spectral and total sound
pressure level at a certain observer point by superim-
posing the individual contribution of all the vehicles
on the road. The proposed method is only applicable
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to noise issues near city arterial roads where the linear
source assumption of the traffic flow does not hold.

To validate the proposed method, a field measure-
ment on a segment of Jingshi Road, Jinan, China, was
conducted, obtaining four groups of traffic flow and
noise data. The data of group #1 was employed to cali-
brate the formulation, whereas the other three groups
were used for validation. The validation shows that, af-
ter calibration, the predicted overall sound pressure le-
vel could approximate the measured values by no more
than 3 dB and the predicted noise spectra are within
an error band of less than 5 dB for the frequency range
between 500 Hz to 6000 Hz.

Based on the validated method, the roadside noise
of some scenarios was studied. First, the traffic noise
during rush hours was investigated. Prediction re-
sults show that the overall sound pressure level of
the traffic flow during rush hours is over 60.0 dBA
within a distance of 100 m from the road centerline.
At a distance of 300 m, the noise level could still be
as high as over 55.0 dBA. Then the influence of traf-
fic volume and speed is investigated. The investigation
shows that from a total traffic volume of 7065 veh/h to
17663 veh/h, each increase of 3533 veh/h would cause
the overall sound pressure level to increase by 1.8 dB,
1.3 dB, and 1.0 dB, respectively. From an average traf-
fic speed of 37.45 km/h to 62.41 km/h, each increase
of 12.48 km/h would cause the overall sound pressure
level to increase by 1.7 dB and 2.2 dB.

At last, a heavy truck-dominated scenario was
studied. Prediction results show that at a total traf-
fic volume of 3420 veh/h, the heavy truck-dominated
scenario during the night could be as noisy as a total
traffic volume of 14130 veh/h for a mixture of vehi-
cles in the daytime. It was also found that the spec-
tral contribution in the low-frequency range of 100 Hz
and 200 Hz is more important for the heavy truck-
dominated case.

The current paper demonstrates that the proposed
method predicts traffic noise distribution near a seg-
ment of arterial road with a short-term quasi-steady
traffic flow with a reasonable accuracy. However, the
applicability and feasibility of the proposed method for
long-term dynamic scenarios with detailed traffic flow
data have not been investigated. Besides, some of the
details in the modeling could be further extended, in-
cluding the effect of sound attenuation of the ground
(compacted field, loose ground, soft forest floor, etc.)
and the effect of noise shielding of the vegetation belts
(Van Renterghem et al., 2012).
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Appendix A. Frequency-dependent road reflection coefficient

The reflection coefficient Cg(f) of the road employed in the model of the current paper takes the averaged values
of the measurement data by Li et al. (2014) and Knabben et al. (2016) for asphalt pavements.

Table 4. Reflection coefficient Cg(f) at 1/3 octave frequencies.

Frequency
[Hz]

Reflection coefficient Frequency
[Hz]

Reflection coefficient Frequency
[Hz]

Reflection coefficient

40 0.909 400 0.889 4000 0.689
50 0.908 500 0.883 5000 0.689
63 0.908 630 0.876 6300 0.689
80 0.907 800 0.867 8000 0.689
100 0.906 1000 0.856 10000 0.689
125 0.904 1250 0.842 12500 0.689
160 0.902 1600 0.822 16000 0.689
200 0.900 2000 0.800 20000 0.689
250 0.897 2500 0.772
315 0.894 3150 0.736

Appendix B. Vehicle spectral noise database

Based on the noise spectra provided by Yang et al. (2020) the authors of this paper have established a vehicle
noise database for four vehicle types and five vehicle speed intervals at 28 1/3 octave frequencies.

Table 5. Spectral energy contribution at 1/3 octave frequencies for light vehicle.

Velocity
[km/h]

40 Hz 50 Hz 63 Hz 80 Hz 100 Hz 125 Hz 160 Hz 200 Hz 250 Hz 315 Hz

0 ∼ 18 0.001 0.005 0.007 0.014 0.019 0.022 0.025 0.045 0.048 0.055
18 ∼ 36 0.001 0.005 0.007 0.013 0.019 0.022 0.024 0.044 0.048 0.054
36 ∼ 54 0.001 0.005 0.007 0.012 0.018 0.021 0.023 0.043 0.047 0.053
54 ∼ 72 0.001 0.004 0.007 0.010 0.017 0.020 0.022 0.043 0.046 0.052
72 ∼ 90 0 0.001 0.001 0.001 0.002 0.002 0.005 0.011 0.02 0.013

Velocity
[km/h]

400 Hz 500 Hz 630 Hz 800 Hz 1000 Hz 1250 Hz 1600 Hz 2000 Hz 2500 Hz 3150 Hz

0 ∼ 18 0.043 0.059 0.084 0.100 0.132 0.089 0.084 0.070 0.046 0.020
18 ∼ 36 0.043 0.058 0.083 0.098 0.131 0.090 0.085 0.071 0.047 0.021
36 ∼ 54 0.042 0.057 0.082 0.098 0.130 0.091 0.086 0.072 0.048 0.022
54 ∼ 72 0.041 0.056 0.082 0.096 0.128 0.093 0.87 0.073 0.049 0.023
72 ∼ 90 0.019 0.064 0.06 0.065 0.137 0.152 0.166 0.142 0.078 0.033

Velocity
[km/h]

4000 Hz 5000 Hz 6300 Hz 8000 Hz 10000 Hz 12500 Hz 16000 Hz 20000 Hz

0 ∼ 18 0.008 0.004 0.004 0.005 0.003 0.003 0.003 0.002
18 ∼ 36 0.019 0.006 0.005 0.005 0.003 0.003 0.003 0.002
36 ∼ 54 0.011 0.007 0.006 0.006 0.004 0.003 0.003 0.002
54 ∼ 72 0.012 0.009 0.007 0.008 0.004 0.003 0.003 0.002
72 ∼ 90 0.013 0.008 0.004 0.002 0.001 0 0 0
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Table 6. Spectral energy contribution at 1/3 octave frequencies for a medium vehicle.

Velocity
[km/h]

40 Hz 50 Hz 63 Hz 80 Hz 100 Hz 125 Hz 160 Hz 200 Hz 250 Hz 315 Hz

0 ∼ 18 0.001 0.006 0.015 0.003 0.006 0.011 0.014 0.032 0.046 0.05
18 ∼ 36 0.001 0.006 0.014 0.002 0.005 0.009 0.009 0.027 0.042 0.043
36 ∼ 54 0.001 0.006 0.012 0.002 0.005 0.008 0.008 0.026 0.037 0.041
54 ∼ 72 0.001 0.004 0.01 0.002 0.005 0.008 0.008 0.023 0.034 0.037
72 ∼ 90 0.001 0.003 0.005 0.002 0.005 0.007 0.008 0.02 0.034 0.04

Velocity
[km/h]

400 Hz 500 Hz 630 Hz 800 Hz 1000 Hz 1250 Hz 1600 Hz 2000 Hz 2500 Hz 3150 Hz

0 ∼ 18 0.072 0.091 0.08 0.078 0.067 0.071 0.088 0.077 0.076 0.052
18 ∼ 36 0.073 0.096 0.086 0.081 0.067 0.072 0.092 0.077 0.077 0.054
36 ∼ 54 0.07 0.09 0.086 0.81 0.07 0.079 0.096 0.081 0.078 0.054
54 ∼ 72 0.066 0.086 0.084 0.083 0.074 0.081 0.1 0.084 0.08 0.056
72 ∼ 90 0.064 0.08 0.081 0.084 0.079 0.087 0.103 0.086 0.082 0.059

Velocity
[km/h]

4000 Hz 5000 Hz 6300 Hz 8000 Hz 10000 Hz 12500 Hz 16000 Hz 20000 Hz

0 ∼ 18 0.029 0.021 0.008 0.004 0.001 0.001 0 0
18 ∼ 36 0.03 0.022 0.009 0.004 0.001 0.001 0 0
36 ∼ 54 0.032 0.022 0.009 0.004 0.001 0.001 0 0
54 ∼ 72 0.034 0.024 0.01 0.004 0.001 0.001 0 0
72 ∼ 90 0.038 0.019 0.008 0.003 0.001 0.001 0 0

Table 7. Spectral energy contribution at 1/3 octave frequencies for a heavy vehicle.

Velocity
[km/h]

40 Hz 50 Hz 63 Hz 80 Hz 100 Hz 125 Hz 160 Hz 200 Hz 250 Hz 315 Hz

0 ∼ 18 0 0.001 0.01 0.028 0.011 0.011 0.02 0.04 0.054 0.071
18 ∼ 36 0 0.001 0.01 0.026 0.008 0.009 0.017 0.036 0.05 0.068
36 ∼ 54 0 0.001 0.01 0.026 0.007 0.008 0.015 0.033 0.047 0.066
54 ∼ 72 0 0.001 0.008 0.022 0.006 0.007 0.014 0.031 0.045 0.064
72 ∼ 90 0 0.001 0.006 0.02 0.005 0.006 0..013 0.03 0.043 0.06

Velocity
[km/h]

400 Hz 500 Hz 630 Hz 800 Hz 1000 Hz 1250 Hz 1600 Hz 2000 Hz 2500 Hz 3150 Hz

0 ∼ 18 0.076 0.079 0.073 0.067 0.072 0.071 0.075 0.071 0.064 0.04
18 ∼ 36 0.073 0.078 0.073 0.069 0.074 0.074 0.078 0.073 0.067 0.041
36 ∼ 54 0.07 0.075 0.074 0.074 0.079 0.077 0.079 0.074 0.068 0.045
54 ∼ 72 0.068 0.072 0.071 0.075 0.085 0.081 0.084 0.077 0.071 0.048
72 ∼ 90 0.065 0.07 0.071 0.079 0.089 0.086 0.09 0.08 0.073 0.05

Velocity
[km/h]

4000 Hz 5000 Hz 6300 Hz 8000 Hz 10000 Hz 12500 Hz 16000 Hz 20000 Hz

0 ∼ 18 0.028 0.017 0.01 0.006 0.003 0.001 0.001 0
18 ∼ 36 0.03 0.019 0.012 0.007 0.004 0.002 0.001 0
36 ∼ 54 0.031 0.018 0.011 0.006 0.003 0.002 0.001 0
54 ∼ 72 0.033 0.018 0.01 0.005 0.002 0.001 0.001 0
72 ∼ 90 0.031 0.016 0.008 0.004 0.002 0.001 0.001 0
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Table 8. Spectral energy contribution at 1/3 octave frequencies for a bus.

Velocity
[km/h]

40 Hz 50 Hz 63 Hz 80 Hz 100 Hz 125 Hz 160 Hz 200 Hz 250 Hz 315 Hz

0 ∼ 18 0 0.006 0.091 0.101 0.082 0.069 0.075 0.026 0.027 0.031
18 ∼ 36 0 0.004 0.088 0.099 0.08 0.067 0.075 0.025 0.025 0.03
36 ∼ 54 0 0.004 0.086 0.095 0.077 0.065 0.072 0.025 0.026 0.031
54 ∼ 72 0 0.004 0.083 0.092 0.075 0.063 0.069 0.024 0.027 0.032
72 ∼ 90 0 0.004 0.08 0.088 0.072 0.06 0.065 0.024 0.028 0.033

Velocity
[km/h]

400 Hz 500 Hz 630 Hz 800 Hz 1000 Hz 1250 Hz 1600 Hz 2000 Hz 2500 Hz 3150 Hz

0 ∼ 18 0.038 0.037 0.045 0.043 0.041 0.042 0.042 0.044 0.049 0.036
18 ∼ 36 0.039 0.038 0.046 0.044 0.042 0.043 0.043 0.045 0.05 0.037
36 ∼ 54 0.041 0.04 0.047 0.045 0.043 0.044 0.044 0.046 0.051 0.038
54 ∼ 72 0.043 0.042 0.049 0.047 0.044 0.045 0.046 0.048 0.052 0.04
72 ∼ 90 0.045 0.044 0.051 0.048 0.046 0.047 0.047 0.049 0.054 0.042

Velocity
[km/h]

4000 Hz 5000 Hz 6300 Hz 8000 Hz 10000 Hz 12500 Hz 16000 Hz 20000 Hz

0 ∼ 18 0.029 0.022 0.011 0.008 0.003 0.001 0.001 0
18 ∼ 36 0.031 0.024 0.013 0.007 0.003 0.001 0.001 0
36 ∼ 54 0.032 0.025 0.012 0.006 0.003 0.001 0.001 0
54 ∼ 72 0.033 0.023 0.011 0.005 0.002 0.001 0 0
72 ∼ 90 0.035 0.022 0.01 0.004 0.001 0.001 0 0

Appendix C. Frequency-dependent sound attenuation by vegetation

The amount of sound attenuation (in dB) by vegetation in the current paper takes the averaged values of the
measurement data by Price et al. (1988).

Table 9. Sound attenuation by vegetation.

Frequency
[Hz]

Amount of sound
attenuation

[dB]

Frequency
[Hz]

Amount of sound
attenuation

[dB]

Frequency
[Hz]

Amount of sound
attenuation

[dB]
40 2.000 400 2.000 4000 4.000
50 2.000 500 2.000 5000 4.667
63 2.000 630 2.000 6300 5.533
80 2.000 800 2.000 8000 6.667
100 2.000 1000 2.000 10000 8.000
125 2.000 1250 2.167 12500 9.667
160 2.000 1600 2.400 16000 12.000
200 2.000 2000 2.667 20000 14.667
250 2.000 2500 3.000
315 2.000 3150 3.433
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Chronicle

51st Winter School on Wave and Quantum Acoustics
Lth Winter School on Environmental Acoustics and Vibroacoustics

Szczyrk, Poland, February 27 –March 3, 2023

On behalf of the Upper Silesian Division of the
Polish Acoustical Society (the main organizer) and
the Committee of Acoustics of the Polish Academy
of Sciences (the co-organizer) we are pleased to an-
nounce that after many years of tradition, the above-
mentioned Conferences known as the “Winter Schools”
have been organized and completed with success.

This year we were celebrating the Lth Winter
School on Environmental Acoustics and Vibroacous-
tics, a conference well-known among Polish acousti-
cians. For this reason, the “Winter Schools” began with
a special, joined session dedicated to the celebration
of this jubilee. As it has always been over the past
50 years of the conference history, Lth Winter School
on Environmental Acoustics and Vibroacoustics was
concerned with all environmental and vibroacoustics
fields, but particularly with the traffic noise, vibroa-
coustics of machines, room acoustics, building acous-
tics, noise protection and similar problems. Many per-
sons well-known from previous editions of the Confer-
ence joined us, either on-site or on-line. During the
Conference, a seminar on “Industrial and Impulsive
Noise” was organized in association with SVANTEK,
which attracted 30 participants.

51st Winter School on Wave and Quantum Acous-
tics constituted platforms for sharing the results and
achievements obtained in different branches of physi-
cal acoustics, as molecular acoustics, quantum acous-
tics, acousto-optics, magnetoacoustics, photoacoustics,
acoustics of solid state, acoustic emission, and oth-
ers. Moreover, researches in some selected topics re-
lated to those mentioned above (e.g., optoelectron-
ics, relaxation processes) were presented during the
school. The Conference consisted of the 18th Work-
shop on Acoustoelectronics and the 18th Workshop
on Molecular Acoustics, Relaxation and Calorimetric
Methods. However, the organizers are opened to orga-
nizing workshops on other subjects in the future. We
would like to invite scientific centers and other profes-
sional groups to cooperate in organizing workshops on
the subjects of their interests.

In summary, 51 persons participated in the Con-
ferences and seminars, presenting 46 lectures, reports,
and posters. In this issue, one can find abstracts of
some lectures and posters, which were presented dur-
ing the Conferences.

Further information about Conferences is available
on our website:

https://ogpta.pl/index.php/en/

Dariusz Bismor
Secretary of the Organizing Committee

Abstracts

Pickering droplets and liquid marbles as templates
for the formation of capsules

Bielas Rafał (Rafal.Bielas@amu.edu.pl),
Kubiak Tomasz, Józefczak Arkadiusz

Faculty of Physics, Adam Mickiewicz University
Poznań, Poland

Various types of pharmaceutics can be delivered to the
site of interest via encapsulation. The essential require-
ments for efficient capsule carriers include their durability,
resistance against destabilization, and the robustness of the
preparation technique. One of the possible approaches to
fabricating such capsules, which can be used in biomedical
applications, is using Pickering droplets, i.e., the droplets
covered by solid particles, as templates and making their
particle shell more rigid by sintering under high-amplitude
alternating magnetic fields. In our work, we compared the
capsules formed from Pickering droplets with those pre-
pared using liquid marbles, i.e., droplets covered by partic-
les residing at the liquid-air interface. The results sug-
gest that both methods could be used for different pur-
poses, depending on the possibility of locating magnetic
nanoparticles as nano-heaters inside or outside the droplet.
In the future, such fabricated capsules could be used in
magnetically-responsive targeting of active substances, e.g.,
antibiotics.

The work was supported by the Polish National Science
Center by the grant 2019/35/N/ST5/00402.

⋆ ⋆ ⋆

https://ogpta.pl/index.php/en/
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Structural active noise control
using the leaky partial update LMS algorithms

Bismor Dariusz (Dariusz.Bismor@polsl.pl)

Department of Measurements and Control Sciences
Silesian University of Technology
Gliwice, Poland

Structural Active Noise Control (ANC) systems are one
of few solutions of the ANC problem which allow to obtain
a global noise reduction effect. Unfortunately, due to high
dimensionality of these multichannel adaptation systems,
which use many sensors and actuators, structural ANC sys-
tems are systems with high computational power require-
ments. A promising group of methods allowing to reduce
these requirements are partial update LMS algorithms. In
this communication, a modification of partial update LMS
algorithms with leakage is presented. The computational
power savings are discussed, and two simulation setups are
presented to test the leaky partial updates. The results of
the simulations confirm the algorithms are stable and pro-
vide good attenuation results.

⋆ ⋆ ⋆

Ultra-long carbon nanotube-paraffin composites
of record thermal conductivity

Boncel Sławomir1 (Slawomir.Boncel@polsl.pl),
Kuziel Anna W.1, Dzido Grzegorz2,
Turczyn Roman3, Jędrysiak Rafał G.1,
Kolanowska Anna1, Tracz Anna4,
Zięba Wojciech5, Cyganiuk Aleksandra5,
Terzyk Artur P.5

1 Department of Organic Chemistry, Bioorganic Chemistry
and Biotechnology, Silesian University of Technology
Gliwice, Poland
2 Department of Chemical and Process Design
Silesian University of Technology
Gliwice, Poland
3 Department of Physical Chemistry and Technology
of Polymers, Silesian University of Technology
Gliwice, Poland
4 Grupa Azoty, Zakłady Azotowe Kędzierzyn S.A.
Kędzierzyn-Koźle, Poland
5 Faculty of Chemistry, Physicochemistry
of Carbon Materials Research Group
Nicolaus Copernicus University in Toruń
Toruń, Poland

Phase change materials (PCMs) are capable of stor-
age considerably more energy than conventional systems
based on sensible heat. Despite immense and global re-
search, there is a continuous pursuit for high-performance
PCMs among which carbon nanocomposites emerge as the
most prospective ones. Here, by comprehensive analysis of
carbon nanotubes (CNTs) of three various morphologies
(crystallinity, number of walls, and aspect ratio), we report
record-breaking characteristics of CNT-paraffin nanocom-
posites based on ultra-long (770 µm) in-house multi-wall
CNTs (MWCNTs) as fully functional PCMs prepared by
a melting technique. By systematic investigations covering
scanning electron microscopy (SEM), transmission electron
microscopy (TEM), X-ray diffraction (XRD), and analysis
of thermophysical properties, we have constructed the most

promising MWCNT(0.5% wt.)-paraffin nanocomposite of
37%-enhanced thermal conductivity and 6.3%-higher en-
thalpy of the phase change (∆Hm), in reference to the base
paraffin, as well as excellent cycling stability (>50 heat-
ing/cooling cycles), and as low supercooling temperature
(∆T = Tm − Tc) as 2.4○C. The superior characteristics de-
rive from more rapid nucleation of larger crystallites by
MWCNTs proceeding via short- and long-range templat-
ing, as well as intrinsic characteristics of individual and
fibrous ultra-long MWCNTs. Additionally, even a 161%-en-
hancement in thermal conductivity is available for the long
MWCNT-paraffin composite, but at the cost of preserv-
ing the remaining thermophysical characteristics of neat
paraffin. The results clearly point out the potential of the
elaborated PCMs for thermal energy storage.

⋆ ⋆ ⋆

System for monitoring and identification
of vibroacoustic threats – SMIZW

Chmielewski Bartosz, Nieradka Paweł

KFB Acoustics
Domasław, Poland

The presentation will discuss the System for Monitor-
ing and Identification of Vibroacoustic Threats (SMIZW).
The SMIZW system combines artificial intelligence and de-
terministic algorithms to automatically analyze measured
noise for hazards that cause noise exceedances. The system
is based on a system of independent sensors and performs
automatic classification of acoustic events in real time and
continuously creates a ranking of threats (noise sources).
An integral part of SMIZW is a graphical user interface
that allows simple operation of the system and generation
of analysis reports.

⋆ ⋆ ⋆

Comparative analysis of acoustic emission signals
generated by the on-load tap-changer
with regard to the possibility
of detecting non-simultaneous operation

Cichoń Andrzej (a.cichon@po.edu.pl),
Włodarz Michał

Faculty of Electrical Engineering, Automatic Control
and Informatics
Opole University of Technology
Opole, Poland

The article presents the results of using acoustic
method for diagnostics of the on-load tap changer. Mea-
surements were carried out in laboratory conditions by
simulating non-simultaneous operation on physical on-load
tap-changer model. An oil-insulated tap-changer of the
VEL-110 type, often used in polish power system, was used
for the study. Measurements were made simultaneously us-
ing four piezoelectric transducers mounted on the outer
wall of the tap-changer model. In addition, electrical mea-
surements were carried out – ocsylographic method was
used as well as the motor current in the device’s drive
system was recorded. The main goal of the research was
to determine the possibility of detecting the nonsimul-
taneous operation of the tap-changer using piezoelectric
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transducers with different transmission characteristics. Ob-
tained results were correlated with oscillographic measure-
ments. Sensitivity of piezoelectric transducers was speci-
fied to changes in the system. The results were analyzed
in the time and time-frequency domain. The article also
attempts to verify the feasibility of using selected acoustic
signal descriptors to conduct diagnostics of on-load tap-
changers for detection of non-simultaneous operation.

⋆ ⋆ ⋆

Thermal properties of ionanofluids
with functionalized multi-walled carbon nanotubes

Cwynar Krzysztof1 (krzysztof.cwynar@us.edu.pl),
Jędrysiak Rafał2, Boncel Sławomir2,
Dzida Marzena1

1 Institute of Chemistry, University of Silesia in Katowice
Katowice, Poland
2 Department of Organic Chemistry, Bioorganic Chemistry
and Biotechnology, Silesian University of Technology
Gliwice, Poland

Ionanofluids (INFs) are systems containing ionic liq-
uids (ILs) and dispersed nanoparticles therein. Our studies
proved that the addition of non-functionalized multiwalled
carbon nanotubes (MWCNTs) to ILs leads to an increase
in thermal conductivity and has no effect on isobaric heat
capacity (Jóźwiak et al., 2020). On the other hand, func-
tionalized MWCNTs may lead to an increase in isobaric
heat capacity.

Thus, the main object of this study is to explore the
thermal properties of INFs composed of different ILs and
different functionalized MWCNTs. Additionally, the iso-
baric heat capacity of multi-ionic systems, a new class of
INFs, is investigated.

The study shows that the addition of functionalized
MWCNTs may lead to a slight increase in isobaric heat
capacity, but at the same time it has a slight increase or
no effect on thermal conductivity and viscosity. Proposed
multi-ionic systems are promising but need to be further
investigated.

This work was financially supported by the National
Science Centre (Poland) Grant No.2021/41/B/ST5/00892.
Jóźwiak B. et al. (2020), Remarkable thermal conductivity en-
hancement in carbon-based ionanofluids: Effect of nanoparti-
cle morphology, ACS Applied Materials & Interfaces, 12(34):
38113–38123, doi: 10.1021/acsami.0c09752.

⋆ ⋆ ⋆

Impact of wind turbines on people-field surveys
and a series of laboratory experiments

Felcyn Jan1, Emche Martyna1,
Buszkiewicz Maciej1, Preis Anna1,
Chacińska Patrycja2 (patrycja@ios.edu.pl)
1 Acoustics Department
Adam Mickiewicz University
Poznań, Poland
2 Institute of Environmental Protection
– National Research Institute
Warsaw, Poland

As part of the project “Healthy society-towards optimal
management of wind turbines’ noise (HETMAN)”, a num-

ber of experiments are being carried out with the aim of
comprehensively determining key parameters for wind tur-
bine noise perception and investigating people’s reactions
to this type of noise. Several studies are currently underway,
the preliminary results of which will be briefly discussed.
We will present how the annoyance rating of this type of
noise compares to road noise. We will describe the simi-
larities and differences in conducting studies in situ and
in the laboratory. We will show whether it is possible to
mask turbine noise and discuss whether infrasound noise
from turbines is indeed a significant perceptual factor.

⋆ ⋆ ⋆

Ultrasound absorption and some rheological
properties of 1-ethyl-3-methylimidazolium
hydrogen sulfate ionic liquid

Gancarz Paweł1 (gancarz.pw@gmail.com),
Zorębski Edward1, Szczęch Marcin2

1 Institute of Chemistry
University of Silesia in Katowice
Katowice, Poland
2 Faculty of Mechanical Engineering and Robotics
AGH University of Sciences and Technology
Kraków, Poland

Ionic liquids have gained increasing interest over a dozen
last years, but only very little effort was spent in the
study of ultrasound absorption in this still promising
class of compounds. In this study, we present the re-
sults of ultrasound absorption measurements for 1-ethyl-3-
methylimidazolium hydrogen sulfate. The ultrasound ab-
sorption in the frequency range (10 to 35) MHz and at
temperatures from (293.15 to 323.15) K was measured
by means of a standard pulse technique (first traveling
pulse in the variable path length). The results reveal
that the sample shows very high absorption, e.g., the fre-
quency normalized absorption at 10 MHz and 293.15 K
reaches 12500 ⋅ 10−15 s2 ⋅m−1. Over the whole temperature
and frequency measurement range, the relaxation of ultra-
sound absorption is clearly visible. Moreover, the negative
temperature coefficients of normalized absorption are ob-
served. The non-Newtonian properties (viscoelasticity) are
detected as well.

⋆ ⋆ ⋆

Numerical analysis and new formulas
of the response stage of a new SAW structure
with disappeared layer RR-P3HT
in detection DMMP

Hejczyk Tomasz1 (thejczyk@ente.com.pl),
Wrotniak Jarosław2, Powroźnik Paulina2,
Jakubik Wiesław2

1 Akademia Rozwoju Kreatywnego
Marklowice, Poland
2 Institute of Physics
Silesian University of Technology
Gliwice, Poland

The paper presents the results of numerical analyses
of the SAW gas sensor in the response state. The effect of

https://doi.org/10.1021/acsami.0c09752
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SAW velocity changes vs. the surface electrical conductiv-
ity of the sensing layer is predicted. The conductivity of
the roughness sensing layer above the piezoelectric waveg-
uide depends on the profile of the diffused gas molecule
concentration inside the layer. Numerical results for the
gas DMMP (CAS Number 756-79-6) for disappeared layer
(RR)-P3HT in the response steady state have been shown.
The main aim of the investigations was to study thin film
interaction with target gases in the SAW sensor configura-
tion based on diffusion equation for polymers and formulas
based on signal theory – splice of the signal. Numerical re-
sults for profile concentration in response state have been
shown and mathematical formulas. The results of numer-
ical analyzes allow to select the sensor design conditions,
including the morphology of the sensor layer, its thickness,
operating temperature and layer type. The numerical re-
sults basing on the code written in Python, are described
and analyzed. The theoretical results were verified and con-
firmed experimentally.

⋆ ⋆ ⋆

Development of an autonomous,
modular transport vehicle
for performing logistics operations
– vibroacoustic and dynamic issues
at the design stage

Jakubowski Piotr1 (piotr.jakubowski@cto.gda.pl),
Cisak Konrad2 (k.cisak@ekolaser.pl)
1 Maritime Advanced Research Centre
Gdańsk, Poland
2 Eko-Laser Sp. z o.o. Sp. k.
Bożepole Wielkie, Poland

The aim of the NCBiR-subsidized project is to develop
an autonomous, modular transport vehicle for performing
logistics operations in indoor and outdoor environments
with a vision, laser and radio-based navigation system. The
AGV (Automated Guided Vehicle), with the working name
T1500, will be characterized by its ability to perform trans-
port operations efficiently in varied environmental condi-
tions. Unlike most standard AGVs, which are only prepared
to operate indoors, the T1500 AGV will also be able to per-
form transport tasks outdoor in adverse weather conditions
such as frost, snow, fog or light rain.

Advanced vehicle control algorithms include not only
terrain-map-based route optimization and effective obsta-
cle avoidance strategies, but also methods based on learn-
ing and selecting the most appropriate route on the basis of
statistics on previously made journeys. Particular attention
was paid to safety of the vehicle, its working environment
and the transported goods. For this purpose, the type of
goods to be transported is identified acoustically and dy-
namically and the control algorithm of the vehicle is ad-
justed correspondingly with the goods particularly difficult
to be transported.

The article describes the results from load dynamics
tests and the concept of implementing the recognition of
dangerous situations during passage on the basis of an
acoustic signal developed with the MATLAB program,
with the use of neural networks.

⋆ ⋆ ⋆

Ultrasound study of magnetic pickering emulsions

Jameel Bassam (basjam@amu.edu.pl), Bielas Rafał,
Hornowski Tomasz, Józefczak Arkadiusz

Faculty of Physics, Adam Mickiewicz University
Poznań, Poland

Ultrasound spectroscopy provides interesting results
useful in material science, especially when studying suspen-
sions and emulsions. In this research, we used this technique
to investigate the stability of magnetic Pickering emulsion,
an emulsion stabilized by nanoparticles accumulated at
the droplet surface as a shell form. The ultrasound scat-
tering theory based on the core-shell model was applied
to determine the ultrasound attenuation and interpret the
data from experiments. The implemented model considers
the thermal, density, and compressibility contrast between
emulsion phases during ultrasound wave propagation. Ul-
trasound attenuation in the function of frequency was cal-
culated for different core radii and shell thicknesses and
fitted to the experimental attenuation spectra. The results
show that ultrasound attenuation spectroscopy can be used
to study the size of magnetic Pickering droplets and the
thickness of the particle shell when different volume frac-
tions of magnetic nanoparticles were used to stabilize the
emulsion. The knowledge of shell stability is crucial from
the perspective of the application of Pickering emulsions
in industry and biomedicine; therefore, the non-destructive
technique that can efficiently characterize such a complex,
three-phase system is desirable.

This work was supported by project no. 2019/35/O/
ST3/00503 (PRELUDIUM BIS) of the Polish National Sci-
ence Centre.

⋆ ⋆ ⋆

Salty carbon nanotubes

Jędrysiak Rafał G. (Rafal.Jedrysiak@polsl.pl),
Boncel Sławomir, Ruczka Szymon, Stańco Katarzyna

Department of Organic Chemistry, Bioorganic
Chemistry and Biotechnology
Silesian University of Technology
Gliwice, Poland

Synthesized by catalytic chemical vapor deposition
(c-CVD), ultra-long, multi-walled carbon nanotubes can
be chemically modified to enhance and target chemical
and physical properties. It seems that systems consisting
of cationically/anionically modified carbon nanotubes will
significantly modify the conductivity of hybrid and com-
posite systems. In this work, examples of the creation of
such modified systems with the participation of carboxy-
lated and aminated carbon nanotubes are presented.

⋆ ⋆ ⋆

Fabrication, properties and applications
of 1D microparticle structures

Kaczmarek Katarzyna (kk80742@amu.edu.pl)

Chair of Acoustics, Faculty of Physics
Adam Mickiewicz University
Poznań, Poland

1D micro-particle structures have been extensively
studied over the past few decades. The selective distribu-
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tion of microparticles in a form of predefined patterns found
interest among others in the fields of electronics, micro-
robotics, and biosensors.

Depending on the application purpose, complex mor-
phologies can be created by the assembly of microparticles
with different shapes i.e., spheres, Janus dimers, polyhe-
drons, rods, and ellipsoids. To assemble, such various build-
ing blocks into 1D structures, electric, magnetic, acoustic,
and optic field-assisted assembly methods are commonly
used. Our group led by prof. Rozynek recently developed
a simple and efficient approach that combines electric and
capillary interactions. The novelty of our method is the
ability to efficiently assemble long 1D structures outside
a liquid environment.

The most interesting assembly methods, properties,
and applications of 1D microstructures presented over
the years including our approach, colloidal caterpillars for
cargo transportation, bending responsive hydrogels, col-
loidal origami, and microrobot assemblies will be discussed.

This work was supported by the Polish National Scien-
ce Centre through the OPUS17 programme (2019/33/B/
ST5/00935).

⋆ ⋆ ⋆

Contrast-enhanced magneto-motive ultrasound
for sentinel lymph node identification

Kaczmarek Katarzyna1,2 (kk80742@amu.edu.pl),
Sjöstrand S.2, Bacou M.3, Thomson A.4, Jansen T.5,
Moug S.6, Farrington S.3, Moran C.M.4, Mulvana H.2

1 Chair of Acoustics, Faculty of Physics
Adam Mickiewicz University
Poznań, Poland
2 Department of Biomedical Engineering
University of Strathclyde
Glasgow, UK
3 Institute of Genetics and Cancer, University of Edinburgh
Edinburgh, UK
4 Centre for Cardiovascular Science
University of Edinburgh
Edinburgh, UK
5 Department of Clinical Sciences Biomedical Engineering
Lund University
Lund, Sweden
6 Department of Surgery, Royal Alexandra Hospital
Scotland, UK

Identification of cancerous lymph nodes is crucial for
cancer staging. The absence of metastases in the sentinel
node is a good prognostic factor, as it determines the lower
probability of metastasis in other draining nodes. Localiza-
tion of sentinel lymph nodes is not an easy task. Commonly
used in clinical practice methods, such as blue dye staining
or isotope staining, are lacking accuracy.

As an alternative tool for lymph node identification
Contrast-Enhanced Magneto-Motive Ultrasound (CE-MMUS)
has been proposed. CE-MMUS uses magnetic nanoparticles
and microbubbles as contrast agents, and a low-frequency
alternating magnetic field to induce oscillations of magnetic
microbubbles to generate tissue-laden movement.

Results showed that magnetic microbubbles can be suc-
cessfully used as bimodal contrast agents. Microbubble ac-
cumulation was verified using contrast-enhanced ultra-

sound, and their presence visibly increased the echogenic-
ity of the sentinel lymph node. Tissue-laden movement was
tracked and filtered out with a phase and frequency track-
ing algorithm. Mean tissue displacement caused by mi-
crobubbles increased compared to displacement caused by
magnetic nanoparticles only. The studies were conducted
on mice models in vivo.

This work was supported by CRUK-grant numbers
A23333/24730.

⋆ ⋆ ⋆

Urban green infrastructure as a moderator
of physical environmental factors
– an acoustic-electromagnetic example of criteria
for multi-factor assessment

Karpowicz Jolanta (jokar@ciop.pl),
Morzyński Leszek, Podleśna Marlena,
Pleban Dariusz

Central Institute for Labour Protection
– National Research Institute
Warsaw, Poland

Urban green infrastructure can, among other things,
act as a moderator of various parameters of physical en-
vironmental factors (as their source or as a barrier for
propagation). For this reason, a properly selected struc-
ture of green infrastructure can be used to create micro-
environments in the work or non-professional life environ-
ments that are conducive to recreation during the working
day or in leisure time. Evaluation of the quality of such
micro-environments requires appropriate research methods
and criteria for multi-factor assessment, regarding physical
environmental factors which are relevant for health, well-
being and efficiency at work.

The core elements of multi-factor assessing the barrier
capacity of green urban infrastructure will be presented,
based on the preliminary results of pilot study, for acoustic
and electromagnetic factors (taking into account their most
common urban sources and their relevant parameters rec-
ognized in Warsaw – traffic noise and radiocommunication
networks).

National Program “Governmental Program for Impro-
vement of Safety and Working Conditions”; supported from
the resources of the National Centre for Research and De-
velopment; research task IV.PN.05.

⋆ ⋆ ⋆

Magnetic nanoparticles from nature
– physical properties and possible applications
in biomedicine and biotechnology

Kopčanský Peter (kopcan@saske.sk)

Institute of Experimental Physics
Slovak Academy of Sciences
Košice, Slovakia

Magnetic fluids as one of the pioneers of modern nan-
otechnologies are still attractive for basic as well as applied
research. Magnetic fluids have prompted further research,
especially in the field where nanoparticles, especially mag-
netic ones, give them the ability to manipulate them in
an external magnetic field thus change the properties re-
quired in various applications. In recent years, development
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of magnetic nanoparticles has been in the forefront of mate-
rial research and development. Various methods have been
developed to reach a better quality of samples for further
application in technology. Almost all living systems, includ-
ing bacteria, plants, animals, and humans, can create iron-
based nanoparticles coated with apoferritin. Such stored
iron forms ferritin, 10–12 nm metalloprotein magnetic par-
ticles. Magnetotactic bacteria create magnetosomes for ex-
ample. Such bioinspired magnetic particles can be used in
all applications that provide magnetic fluids, but they are
unique in that they were created by nature or were inspired
by nature. Due to their biocompatibility, they are much
better usable in biomedical and biotechnological applica-
tions than artificially prepared magnetic particles. In lec-
ture will be presented new results associated with these
nanoparticles such as their structural and magnetic char-
acterization as well as examples for biomedical, diagnostic
or environmental engineering.

⋆ ⋆ ⋆

Measurement and analysis of wind turbine noise

Kozioł Michał (m.koziol@po.edu.pl),
Wieczorek Roman, Boczar Tomasz, Cichoń Andrzej,
Zmarzły Dariusz, Nagi Łukasz

Faculty of Electrical Engineering, Automatic Control
and Informatics
Opole University of Technology
Opole, Poland

The subject of the research concerns the analysis of
noise emitted by a working wind turbine in field condi-
tions. The studies carried out were intended to indicate the
potential frequency range of emitted noise in the low fre-
quency range and in the range heard by humans. Acoustic
signals generated by the wind turbine were recorded using
three independent measuring tracks, which were synchro-
nized with each other. The obtained results will be used to
determine the indicators for the studied frequency ranges,
which will be the subject of further research work.

⋆ ⋆ ⋆

Innovative solutions of people and the environment
protection against rail traffic noise

Książka Piotr (piotr.ksiazka@ios.edu.pl),
Chacińska Patrycja

Institute of Environmental Protection
– National Research Institute
Warsaw, Poland

The increase in the speed of rail vehicles and the in-
creased volume of train traffic causes increased noise emis-
sions, which can have a negative impact on people and
the environment. To minimize this negative impact, various
methods of reducing noise emissions into the environment
are routinely used. However, traditional methods are not
always applicable or bring satisfactory results, e.g., noise
barrier. An alternative to them may be innovative solu-
tions, such as dampers of the rails and track suppressors,
which was the subject of the research grant “Innovative so-
lutions to protect people and the environment against rail
traffic noise – InRaNoS” The main goal of this project was

to develop guidelines for the use of noise mitigating devices
on railway lines. The guidelines was based on tests results
for two types of devices (dampers and track suppressors).

⋆ ⋆ ⋆

Detection of drone eviction from the hive based
on audio signal

Libal Urszula,
Biernacki Paweł (pawel.biernacki@pwr.edu.pl)

Department of Acoustics, Multimedia
and Signal Processing
Wrocław University of Science and Technology
Wrocław, Poland

Eviction of drones from the hive in summer, may be
the first sign of swarming. This is a potentially dangerous
situation, as the queen and the entire hive may escape.
To prevent this, we propose an early swarming detection
system based on the behaviour of bees near the hive en-
trance. The system analyzes sound signals recorded at the
entrance of the hive by an autoencoder neural network to
detect ejected drones. Simulations using real signals have
shown that it is possible to effectively detect drones ejected
from the hive. The achieved detection probability of 86%
makes it possible to create an effective alarm system for
beekeepers.

⋆ ⋆ ⋆

Acoustic noise in hatching plants as element
of environment and its influence
on the animal welfare

Lisowska-Lis Agnieszka1 (lisowskalis@anstar.edu.pl),
Wielgat Robert1, Lis Marcin W.2

1 University of Applied Sciences in Tarnow
Tarnów, Poland
2 University of Agriculture in Krakow
Kraków, Poland

Acoustic communication of chicks and ducks inside the
egg before hatching is an important element of hatch syn-
chronization in precocial species. Noise of various origins is
characteristic of the artificial environment. This can nega-
tively affect hatching. Measurements and registrations were
carried out in the large poultry hatchery for chicks and
ducks: setters, hatchers. Some noises of working machinery
and animals were registered in: technological halls, corri-
dors, storerooms, technical rooms. The registrations were
analysed in Cool Edit Pro 2.1 tool in the wave form for the
sound and noise presented in the signal for every measured
points (FFT analysis were done).

⋆ ⋆ ⋆

Design of a matrix sound source
with controlled directivity characteristics

Makarewicz Grzegorz,
Morzyński Leszek (lmorzyns@ciop.pl)

Central Institute for Labour Protection
– National Research Institute
Warsaw, Poland

Sound messages, including voice messages, play an im-
portant role in the work environment and in the living en-
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vironment. With their help, information that is important
at a given moment, in particular warnings about dangers,
is provided to interested persons. For bystanders, howe-
ver, a sound message can be an annoying noise, therefore
it is recommended to construct electroacoustic systems for
transmitting sound messages in such a way that the sig-
nal emitted by them reaches mainly interested people and
minimizes noise pollution of the environment. One of the
possible solutions is the use of sound sources with con-
trolled directional characteristics. The paper presents the
design of a sound source in the form of a matrix of dy-
namic loudspeakers with controlled directivity characteris-
tics. The results of numerical simulations related to control-
ling the directionality characteristics of sound sources and
related acoustic field distributions are presented. Simula-
tion calculations were carried out using dedicated software
developed for research purposes. Possibilities of controlling
the directivity characteristic of the matrix source were dis-
cussed, and then the design of the electronic control system
was proposed.

⋆ ⋆ ⋆

Monitoring and control of vibroacoustic hazards
in the work environment using the Internet
of Things – review of issues and system proposal

Morzyński Leszek, Podleśna Marlena (mapod@ciop.pl),
Szczepański Grzegorz

Central Institute for Labour Protection
– National Research Institute
Warsaw, Poland

The work environment is an environment in which fac-
tors harmful to the health of employees may occur. A physi-
cal factor’s potential harmfulness to health on the intensity
of a given factor in the work environment and on the ex-
posure time of the employee. The intensity of the harmful
factor can change over time, sometimes in a way that is dif-
ficult to predict, causing increased risks to the employees.
Detection of the threat and quick and effective response
aimed at limiting its impact on the employee’s health is
possible in such cases, assuming continuous monitoring of
the parameters of the working environment. The paper dis-
cusses issues concerning wireless sensor networks and the
Internet of Things used for monitoring and controlling en-
vironmental parameters. A proposal for the structure of the
system for monitoring and remote control of vibroacoustic
hazards in the work environment has been presented. The
technical possibilities of implementing the components of
the system were discussed.

⋆ ⋆ ⋆

Development of the SAFE website in the context
of changes in the Polish labour market
on the example of noise hazards

Morzyński Leszek (lmorzyns@ciop.pl),
Włudarczyk Anna, Łada Krzysztof

Central Institute for Labour Protection
– National Research Institute
Warsaw, Poland

The SAFER website developed at CIOP-PIB is a rich
source of knowledge about harmful physical factors of the

work environment. This website consists of content related
materials, educational materials and small internet tolls
aimed at supporting the assessment of exposure and occu-
pational risk, for each of the factors described on the web-
site. To maintain high usability, the website must be con-
stantly updated and expanded with new knowledge. The
article discusses the content of the website and presents its
current development on the example of the section devoted
to noise in the work environment. The discussed develop-
ment of the website takes into account changes on the Pol-
ish labor market related in particular to economic immi-
gration.

⋆ ⋆ ⋆

Differences in acoustic features between
the standard and the new variant of Polish /C/

Nawrocki Grzegorz,
Wielgat Robert (rwielgat@poczta.onet.pl)

Polytechnic Department
University of Applied Sciences in Tarnow
Tarnów, Poland

The paper presents an examination of differences in se-
lected acoustic features between two variants of the Polish
alveolo-palatal voiceless sibilant, the standard realization
of /C/, and its fronted palatalized version [sj]. Four spec-
tral parameters, namely standard deviation, skewness, kur-
tosis, and center of gravity (COG) are analyzed in search
of significant and distinctive spectral features of the tested
fricative segments. Differentiation in the use of the two vari-
ants among the speakers and their occurrence depending
on the preceding vocalic contexts are focused on, as well.
Statistical tests reveal significant differences between the
two variants of the Polish phoneme in COG for the middle
portion of the segment located after three non-high vowels:
/E, A, O/.

⋆ ⋆ ⋆

Prediction of vibration transmission through
technical connectors of various complexity

Nieradka Paweł1 (p.nieradka@kfb-acoustics.com),
Dobrucki Andrzej2

1 KFB Acoustics
Wrocław, Poland
2 Department of Acoustics
Wrocław University of Science and Technology
Wrocław, Poland

The paper compares the results of simulations and
measurements of vibration transmission through selected
technical connectors. The tested joints were characterized
by various degrees of complexity. The increasing advan-
tage of experimental methods over simulation methods,
when the degree of complexity of connections increases,
has been indicated. Continuous joints (welded) and point
joints (welded, riveted, bolted) were considered. During the
experiments, the PIM (Power Injection Method) method
was used to determine the CLF (Coupling Loss Factor)
coefficients describing the vibration transmission. The re-
sults of the CLF simulations came from the developed FEM
(Finite Element Method) models and from the theoretical
dependencies derived from the wave theory. A good agree-
ment between the simulations and measurements was ob-
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tained for the welded joint, while a significant discrepancy
occurred for point joints. Problematic features of point
joints causing difficulties in developing their exact numeri-
cal model were indicated.

⋆ ⋆ ⋆

New trends in housing construction
– a difficult challenge for building acoustics

Nurzyński Jacek (j.nurzynski@itb.pl)

Building Research Institute – ITB
Warsaw, Poland

New trends in residential construction direct its further
development towards a lightweight prefabricated structure
that is thermally effective and meets the criteria of sus-
tainable development. Acoustic properties of this type of
objects are a big challenge. Due to the low mass of build-
ing partitions, it is necessary to use specific structural de-
tails and additional insulating layers limiting the transmis-
sion of airborne and impact sounds. The paper presents an
analysis of the impact of these solutions on the acoustic
parameters of walls and floors, carried out on the basis of
laboratory test results. The main objective of the work was
to assess the effectiveness of various types of cladding and
structural dividers in relation to lightweight partitions with
a frame structure and floors consisting of composite pan-
els. Additional suspended ceilings and floor coverings as
well as thermal insulation of external walls were considered.
Typical floating floor systems gave a weaker acoustic effect
than when they are used on traditional massive floors. In
the case of wall claddings and suspended ceilings, the use
of elastic connectors and flexible suspenders limiting the
transmission of structural sound was of great importance.
The individual layers of the partition mutually interacted,
so their effectiveness was not subject to simple summation.
The presented analysis, results and conclusions may be use-
ful in the design of lightweight prefabricated buildings and
in the development of construction details that increase the
acoustic efficiency of new solutions.

⋆ ⋆ ⋆

Refraction analysis of divergent ultrasound
beam transmitted through a coronal section
of a female breast immersed in water

Opieliński Krzysztof J. (krzysztof.opielinski@pwr.edu.pl),
Bułkowski Mariusz, Gabryel Andrzej,
Wiktorowicz Andrzej

Department of Acoustics, Multimedia
and Signal Processing
Wrocław University of Science and Technology
Wrocław, Poland

The analysis of the phenomenon of ultrasound beam
refraction is important in ultrasound imaging in develop-
ing methods to reduce the effects of this phenomenon. The
propagation paths of ultrasound beam rays in soft tissue are
not rectilinear, leading to distortion of the imaged struc-
tures. This is particularly important for imaging the breast
structure by quantitative ultrasound transmission tomogra-
phy, as the pixels in the image present absolute local values
of propagation speed and attenuation, which are the basis

for diagnosing pathological changes. The phenomenon of
refraction affects the deformation of visualized lesions and
falsifies the distribution of the values of the acoustic pa-
rameters. The study modeled the refraction phenomenon of
divergent ultrasound beam transmitted through a circular
section of breast glandular tissue surrounded by subcuta-
neous fat, skin, and water. The developed model makes it
possible to change the size of the section and layers, the ul-
trasound velocity in each medium, and the temperature of
the water. With the help of the developed model, different
scenarios of the refraction phenomenon were analyzed for
the possibility of its reduction. Control tests of the same
female breast in vivo at different water temperatures were
also performed using the ultrasound tomography breast
scanner prototype.

⋆ ⋆ ⋆

Wind turbine noise annoyance due
to the possibility of the employee carrying out
works requiring attention

Pleban Dariusz (daple@ciop.pl), Szczepański Grzegorz,
Radosz Jan, Kapica Łukasz, Alikowski Adrian,
Łada Krzysztof, Włudarczyk Anna

Central Institute for Labour Protection
– National Research Institute
Warsaw, Poland

The constant growth of energy demand, as well as the
accompanying increase in environmental pollution result-
ing from the prevailing use of fossil fuels, has led to a ris-
ing use of energy from renewable sources. According to the
data of the Statistics Poland of 2021, energy from renew-
able sources in Poland in 2020 mainly came from solid bio-
fuels (71.61%), wind energy (10.85%) and liquid biofuels
(7.79%). The use of wind turbines to generate electricity
has many obvious advantages, such as lack of fuel costs
during operation and lack of harmful pollutants, including
CO2. Despite advantages, the use of wind energy (wind tur-
bines) constantly raises questions and concerns. The ques-
tions concerning the impact of wind farms on humans still
remain valid. This impact includes many factors related to
the operation of wind farms, and in particular noise emit-
ted by these farms. The wind turbine noise impact on hu-
mans has been studied by the Central Institute for Labour
Protection – National Research Institute, but unlike other
studies it focused on the impact of this noise as an annoy-
ance factor affecting the employees’ capacity to perform
their basic tasks. Taking into account the obtained results,
it was concluded that wind turbine noise with an equivalent
A-weighted sound pressure level of at least 50 dBA should
be considered as a noise nuisance due to the possibility of
the employee carrying out works requiring attention.

⋆ ⋆ ⋆

Effect of ultrasonic noise on humans

Radosz Jan (jarad@ciop.pl)

Central Institute for Labour Protection
– National Research Institute
Warsaw, Poland

Ultrasonic noise can be harmful to the hearing organ, as
well as negatively affect the vestibular system, which may
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be manifested by headaches, dizziness and balance disor-
ders. The last revision of the limit values for ultrasonic
noise took place in 2001 and was based, among others, on
based on the WHO guidelines from 1982 and the IRPA
from 1984. The limit values adopted in Poland and in other
countries are largely based on the results of research from
the 70s and 80s. It should be emphasized that many of
these scientific reports have not been confirmed by other
researchers. The paper presents current literature reports
on the impact of ultrasonic noise on humans in the context
of the applicable limit values.

⋆ ⋆ ⋆

From magnetic adsorbents to magnetically
responsive nanozymes

Safarik Ivo1,2 (ivosaf@yahoo.com), Prochazkova Jitka1,
Baldikova Eva1, Pospiskova Kristyna Zelena2,
Timko Milan3, Kopčanský Peter3

1 Department of Nanobiotechnology, Biology Centre, ISB
Czech Academy of Sciences
Ceske Budejovice, Czech Republic
2 RCPTM-CATRIN, Palacky University
Olomouc, Czech Republic
3 Institute of Experimental Physics
Slovak Academy of Sciences
Košice, Slovakia

Currently there is a high interest in the study and
potential applications of magnetically responsive adsor-
bents for the removal of wide variety of inorganic and
organic pollutants. Special attention is paid to low-cost
(bio)sorbents including food and agricultural wastes, mi-
crobial cells, macroalgae, biochar or clays. Simple and inex-
pensive magnetic modification procedures, employing, e.g.,
magnetic fluid treatment, mechanochemical procedure or
microwave assisted synthesis have been developed. In most
cases nano- and microparticles of ferrimagnetic iron oxides
(magnetite, maghemite or different types of ferrites) are
used for (bio)sorbent modification. Both magnetite and
maghemite exhibit peroxidase-like activity and belong to
a wide group of nanozymes. Magnetically modified materi-
als (adsorbents) can thus exhibit dual activity, where both
adsorption and enzyme-like degradation can be applied for
specific pollutants removal. Various types of magnetically
modified materials developed by the authors will be pre-
sented in the lecture, together with their characterization
and potential applications.

⋆ ⋆ ⋆

New two-step non-ultrasonication method
of preparation of ionanofluids

Scheller Łukasz1, Greer Heather F.2,
Jóźwiak Betrand3, Dzido Grzegorz3, Dziadosz Justyna1,
Kolanowska Anna3, Jędrysiak Rafał3,
Boncel Sławomir3, Dzida Marzena1

1 Institute of Chemistry, University of Silesia in Katowice
Katowice, Poland
2 Faculty of Chemistry, Silesian University of Technology
Gliwice, Poland
3 Department of Chemistry, University of Cambridge
Cambridge, UK

Multi-walled carbon nanotubes (MWCNTs) dispersed
in ionic liquids (ILs), also known as ionanofluids (INFs),
have greatly thermal conductivity (TC) increased com-
pared to the base IL. Thus, INFs can be considered as new
heat-transfer fluids (HTFs). INFs containing long MWC-
NTs have higher thermal conductivity than INFs with short
MWCNTs (Dzida et al., 2020; Jóźwiak et al., 2020) Only
the long MWCNTs create subzipped networks and connect
in multiple bridges (Dzida et al., 2020) which suggests
that the length of MWCNTs plays a key role in the TC
enhancement. However, the ultrasound sonication applied
during INFs’ preparation shortens the MWCNTs (Jóźwiak
et al., 2021). In order to preserve the MWCNTs’ length
we developed a new, repeatable method of preparation of
INFs without applying the ultrasonication. This method
allowed to obtain long-term stable INFs with the TC in-
crease of 60% for 1.0% by weight of long in-house MWC-
NTs dispersed in 1-ethyl-3-methylimidazolium thiocyanate
at 298.15 K which is larger by 20% than for the same INF
prepared using ultrasonication method (Jóźwiak et al.,
2020). On the other hand, the viscosity is also higher which
can be a disadvantage when designing an INF with optimal
both thermal and rheological properties.

This work was financially supported by the National
Science Center (Poland), grant no. 2021/41/B/ST5/00892.
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Interfaces, 14(45): 50836–50848, doi: 10.1021/acsami.2c14057.
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hancement in carbon-based ionanofluids: effect of nanoparti-
cle morphology, ACS Applied Materials & Interfaces, 12(34):
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Jóźwiak B. et al. (2021), Effect of ultrasonication time on mi-
crostructure, thermal conductivity, and viscosity of ionanofluids
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The impact of alternating and rotating regimes
on the heating characteristics of magnetic fluid

Timko Milan1 (Timko@saske.sk), Molcan Matus1,
Skumiel Andrzej2, Kopčanský Peter1, Safarik Ivo3

1 Institute of Experimental Physics
Slovak Academy of Sciences
Košice, Slovakia
2 Faculty of Physics, Adam Mickiewicz University
Poznań, Poland
3 Department of Nanobiotechnology, Biology Centre
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Magnetic nanoparticles can be used in numerous ther-
apeutic procedures, including controlled drug delivery and
release, thermal therapy, and photo- and sonodynamic
therapy. However, such approaches remain limited due to
difficulties associated with accurately controlling their ther-
apeutic efficiency and localized consequences. In this con-
tribution, magnetite nanoparticles of various configurations
(single, chains from bacteria, halloysite chains, aggregated
in bacterial cellulose) are measured in hyperthermia exper-
iments. The choice of a suitable set up for generating of
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https://doi.org/10.1016/j.ultsonch.2021.105681
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magnetic field can significantly affect the resulting thermal
effect and thus the efficiency itself. The technical details of
the generating RMF as a new one compared to traditional
AC magnetic field will be presented. Comparison of spe-
cific absorption rate (SAR) values for various magnetically
modified biocarriers can be one of the parameters for the
selection of optimal materials for potential hyperthermia
applications.

⋆ ⋆ ⋆

Calibration of vibration measuring instruments
using comparative methods
in Central Office of Measures

Tworogowski Piotr (piotr.tworogowski@gum.gov.pl)

Laboratory of Mechanical Vibrations
Central Office of Measures
Warsaw, Poland

Laboratory of Mechanical Vibrations in Central Office
of Measures has an ability to calibrate vibration measuring
instruments using laser interferometry method (on natio-
nal measuring stand) and also using secondary calibration
method according to ISO 16063-21: 2003 Methods for the
calibration of vibration and shock transducers – Part 21: Vi-
bration calibration by comparison to a reference transducer,
which is carried out on independent measuring stand.

Purchasing in 2003 another measuring system for
calibration using laser interferometry method (mentioned
above) made it possible to expand calibrating possibilities
of the Laboratory especially in range of obtained mea-
surement uncertainties. Personnel changes in recent years
in Laboratory caused interest in other possibilities of this
measuring system. As a result, there is a possibility to
calibrate vibration instruments using secondary method
also on this measuring stand and there is also possibility
to carry out calibration using SWEEP signal. This paper
shows actual measuring systems of secondary method work-
ing in Laboratory of Mechanical Vibrations, presents the
results of conducted measurements of vibration transducer
with an interpretation using two different types of exciters

(two measuring stands) and at the end, presents calibration
results using SWEEP signal.

⋆ ⋆ ⋆

Partial discharges research
by acoustic emission method and by electric
and acoustic emission methods used in parallel

Witos Franciszek (franciszek.witos@polsl.pl),
Olszewska Aneta

Department of Optoelectronics
Silesian University of Technology
Gliwice, Poland

Original multi-channel author’s measurement systems
designed and built to conduct research on PDs phenomena
using the AE method are presented. The systems provide
real-time monitoring and recording of signals as well as
analysis of recorded signals. The analysis of the recorded
AE signals is carried out in the following domains: time,
frequency, time-frequency and discrimination threshold. In
particular, in the domain of the discrimination threshold,
the AE descriptor has been defined with the ADC acronym,
which ranks the signals according to the so-called degree
of advancement. The conducted parallel tests carried out
by the electrical method and the AE method showed that,
for a single PD source, the ordering of signals using the
ADC descriptor is identical to the ordering of sources ac-
cording to the value of the introduced apparent charge.

The paper presents the author’s method of locating and
identifying PDs in selected real objects: coil rods of hydro-
generators, power oil transformers. The results of PDs tests
of power oil transformer at the test station, conducted in
parallel with the electric method and author’s AE method,
and the results of PDs tests in 3 selected transformers car-
ried out, during ongoing in-situ operation, using the AE
method are presented. Based on the results of these tests,
the authors made diagnoses of the condition of the insu-
lation systems in the tested transformers. The inspections
of these transformers confirmed the diagnoses.

⋆ ⋆ ⋆
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