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Reverberation time (RT) is an important indicator of room acoustics, however, most studies focus on the
mid-high frequency RT, and less on the low-frequency RT. In this paper, a hybrid approach based on geometric
and wave methods was proposed to build a more accurate and wide frequency-band room acoustic impulse
response. This hybrid method utilized the finite-difference time-domain (FDTD) method modeling at low fre-
quencies and the Odeon simulation at mid-high frequencies, which was investigated in a university classroom.
The influence of the low-frequency RT on speech intelligibility was explored. For the low-frequency part, dif-
ferent impedance boundary conditions were employed and the effectiveness of the hybrid method has also been
verified. From the results of objective acoustical parameters and subjective listening experiments, the smaller
the low-frequency RT was, the higher the Chinese speech intelligibility score was. The syllables, consonants,
vowels, and the syllable order also had significant effects on the intelligibility score.

Keywords: low frequency; speech intelligibility; classroom; finite-difference time-domain method.
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1. Introduction

Concerning the reverberation time (RT) in a room,
most studies only pay attention to the mid-high fre-
quency RT, less care about the low-frequency part of
RT in a room. RT is the primary index of the acous-
tical design for all kinds of halls, but the requirement
of RT in the low-frequency range is still controversial.
Around the 1960s, Beranek defined the RT ratio of low
frequency (125–250 Hz) and medium frequency (500–
1000 Hz) as the bass ratio (BR), and put forward to the
ideal value of 1.1–1.5 for BR (Beranek, 1962), namely
the bass-rise reverberation characteristic. This base-
rise characteristic has been seen as desirable or at least
tolerated in auditoria, especially in the USA (Barron,
2010). However, a flatten RT curve has been more
favorable in Europe recently, even Beranek (2010)

questioned himself after numerous and elaborate in-
vestigations. After measuring many performing venues
with good sound quality, Fuchs and Steinke (2015)
found that these buildings had a relatively flat fre-
quency curve of RTs, hence they suggested that the
BR close to 1 was more favorable to the low-frequency
sound. In addition, Adelman-Larsen (2015) empha-
sized the necessity to improve clarity by controlling the
low-frequency RT in his analysis of large-scale venues.

The low-frequency sound in an auditorium can in-
crease the feeling of warmth in the hall (Beranek
1996), however intelligibility is more important than
warmth in a speech hall, such as a classroom. In China,
most of the Chinese acoustic standards are still based
on the characteristic of the bass-rise RT (GB/T, 2005;
GB, 2010; JGJ/T, 2012). Moreover, there are few
sound standards for frequency below 500 Hz. As we
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know, Chinese is a tonal language, which is differ-
ent from the intonation language of western countries.
For Chinese, vowels are longer than consonants, as
the low-frequency vowels are easy to mask the mid-
high frequency consonants, which ultimately affect the
Chinese speech intelligibility in a room. Some stud-
ies have demonstrated acoustic problems by applying
low-frequency sound-absorbing structures and sound-
absorbing materials into actual buildings. By adding
low-frequency sound absorption structures in the class-
room, Zha and Lyu (2020) reduced the low-frequency
noise and flattened the low-frequency RT characteris-
tics, in which way they obtained the satisfactory sound
environment for a classroom. Peng et al. (2020) com-
pared the objective parameters and subjective speech
perception in two classrooms with similar RTs, but
one classroom had a better speech perception than the
other. They suggested that this discrepancy might be
due to the difference in a low-frequency RT or a back-
ground noise level. In the follow-up study, Xu et al.
(2021) used the Odeon software to calculate RTs of
these two classrooms and then carried out the Chi-
nese speech intelligibility listening test by a headphone,
which eliminated the influence of background noise and
confirmed that reducing the low-frequency RTs was
helpful to improve the Chinese speech intelligibility in
the classroom.

The room acoustic simulation is an important part
of the architectural design process, which is convenient
and cost-saving. However, popular methods of predict-
ing room acoustic characteristics are based on a geo-
metric acoustic model of ray-like sound propagation,
considering that these kinds of software are suitable
for small wavelengths in comparison to the dimensions
of the enclosure and internal objects. At larger wave-
lengths, the ray-like assumption no longer holds and
the phenomena such as diffraction caused by a low-
frequency acoustic wave cannot be ignored (Southern
et al., 2013). Solving the low-frequency sound prob-
lem the method based on the acoustic wave theory
should be used. Moreover, the finite-difference time-
domain (FDTD) method can simulate the frequency-
dependent boundaries with desired sound absorption
characteristics through the digital impedance filter
(Kowalczyk, van Walstijn, 2008). As the FDTD
method has become more mature, this method is show-
ing its superiority in both simulation accuracy and
calculation speed (Botteldooren, 1995; Oxnard,
2018). Even so, the FDTD method is very memory-
intensive, especially when modeling large volumes or
a wide frequency bandwidth such as the range of hear-
ing. Thus, this work used a combined method of
FDTD and a geometric method to get a synthetic wide
frequency-band room impulse response (RIR), which
includes the 63 Hz octave frequency band.

This study aims to investigate the effect of differ-
ent RTs in low frequencies on speech intelligibility. It is

better to control RTs in the mid-high frequencies by
modeling methods and change only the RTs in low fre-
quencies. Through the combined method four kinds of
low-frequency reverberation characteristics were estab-
lished, and the differences in Chinese speech intelligi-
bility in a classroom before and after the improvement
were compared.

2. Experimental method

2.1. Room

In universities, most classrooms are large with
a rectangular shape. In the study, a large classroom
with volume of 15.82× 8.22× 4.9 m3 was selected in
the university, which has two windows and two metal
doors on the left side, four windows on the right side
and a blackboard on the front wall. All the walls and
the ceiling are of plastered brick, the floor is covered
with ceramic tiles, and the seats and desks are com-
posed of multi-plywood. The RIRs of six receiving posi-
tions in the classroom were recorded by using the B&K
4189 microphone, and using the B&K 4296 dodecahe-
dral loudspeaker as an omnidirectional sound source.
The sound source (S) with a height of 1.4 m from
the ground and all the receiving positions (R1–R6)
with the same height of 1.2 m were arranged as shown
in Fig. 1. During the measurement, the doors and
windows were closed, and the RIRs were measured
by using the swept-frequency method in the unoccu-
pied classroom. Whereafter, RIRs were calculated by
Dirac4.1 software, and objective acoustic parameters
such as RT were obtained. After the calculation, the
measured average RT of the six receiving positions
was 3 s at 63 Hz, rising to 3.7 s at 125 Hz, and then
decreasing gradually. In the Odeon model, the sound
absorption coefficients were basically set according to
the material of each surface in the actual classroom,
while slightly adjusted to make the average RT of each
receiving position close to the measured average RT.
The sound absorption coefficients of all surfaces in the
Odeon model are listed in Table 1.

Fig. 1. Location of source and receiving points
in the Odeon model.
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Table 1. Sound absorption coefficients of the classrooms
in the Odeon models.

Frequency [Hz] 500 1000 2000 4000

Floor 0.03 0.04 0.04 0.05

Glass windows 0.03 0.03 0.02 0.02

Seats 0.32 0.29 0.35 0.32

Front wall 0.03 0.04 0.04 0.07

Door 0.01 0.01 0.02 0.02

Ceiling 0.02 0.02 0.02 0.02

The walls of Model A&B 0.02 0.02 0.02 0.03

The walls of Model C&D 0.56 0.56 0.56 0.56

2.2. FDTD acoustic model

The formulation of the FDTD scheme used in this
study is the numerical solution of the wave equa-
tion that governs sound wave propagation in an ideal
isotropic medium:

∂2p

∂t2
= c2∇2p, (1)

where p denotes sound pressure and c denotes the
sound speed which is set to 344 m/s, t is time in sec-

onds and ∇2
=

∂2

∂x2 +
∂2

∂y2

∂2

∂z2 is the 3D Laplacian ope-

rator. FDTD schemes for numerical simulation of the
wave equation are derived by approximating time and
space derivatives with finite difference operators ac-
cording to Kowalczyk and van Walstijn (2008).
Assuming an equal distance between grid points in all
directions, the 3D discretized wave equations take the
form of Eq. (2):

pn+1l,m,i = κ
2(pnl+1,m,i + p

n
l−1,m,i + p

n
l,m+1,i

+pnl,m−1,i + p
n
l,m,i+1 + p

n
l,m,i−1)

+2(1 − 3κ2)pnl,m,i − p
n−1
l,m,i, (2)

where κ = cT /X denotes the Courant number, T is the
time step, X is the grid spacing, l, m, and i denote
the spatial indexes in x, y, and z directions, and n is the
time index. To ensure numerical stability in simula-
tions, the stability condition should be satisfied, that
is κ ≤ 1√

3
. Besides, the grid spacing should not be too

long, generally less than one tenth of the wavelength.
Combined with the stability condition, in this study
the grid spacing was set to 0.06 m and the time step
was set to 100.7 µs, and the derivative of a Gaussian
function was chosen as the excitation source. Under
these conditions, the spectral characteristic of the ex-
citation source is non-flat in the whole frequency band,
which will distort the listening material. To eliminate
the non-flat effects of the excitation source, the RIRs
calculated by the FDTD method were corrected by an
inverse-filtering technique (Sakamoto et al., 2008).

In general, the reflected wave has a phase and an
amplitude that differ from those of the incident wave,
and such changes diverge with frequency. Assuming
that a digital filter also has a frequency response in am-
plitude and phase, so the frequency-dependent bound-
ary can be incorporated in a FDTD model with a digi-
tal filter. Since the infinite impulse response filter (IIR
filter) and the specific impedance of the boundary have
a similar form, this study expressed the boundary in
terms of IIR filter. Kowalczyk and van Walstijn
(2008) presented the FDTD formulation of the digi-
tal impedance filter (DIF) in a rectilinear grid, and
the update formula for a boundary node could be ex-
pressed as:

pn+1l,m,i = [2κ2(pnl−1,m,i + p
n
l,m−1,i + p

n
l,m,i−1)

+κ2 (gnx
bx
+
gny

by
+
gnz
bz
) + 2(1 − 3κ2)pnl,m,i

+(κax
bx
+
κay

by
+
κaz

bz
− 1)pn−1l,m,i]

×(1 + κax
bx
+
κay

by
+
κaz

bz
)−1, (3)

where a, b, and g have been clarified in (Kowalczyk,
van Walstijn, 2008) and are not explained here. In
this FDTD model, the DIFs combined Bessel high-
pass filters and Bessel low-pass filters were used to
obtain the sound absorption coefficient of each inter-
face. From the parameters a and b of the filter, the
corresponding specific acoustic impedance (ξ) can be
obtained. According to the relationship among the spe-
cific acoustic impedance, the reflection coefficient and
the absorption coefficient (α), the absorption coeffi-
cient can be expressed as:

α =
4Re (ξ)

∣ξ∣2 + 2Re (ξ) + 1 . (4)

2.3. Verification

The RIRs obtained by the FDTD method were pro-
cessed by low-pass filter with upper limit frequency of
355 Hz (355 Hz is corresponding to the upper cut-off
frequency of 250 Hz octave band), while the RIRs ob-
tained by Odeon software were processed by the high-
pass filter with the lower cut-off frequency of 355 Hz.
Then, these two kinds of simulation results were com-
bined to obtain synthetic RIRs over the entire audible
spectrum.

To verify the accuracy of the DIF boundary, a class-
room model named Model A, was established, whose
absorption coefficients of all boundaries were adjusted
so that the average RTs of the six receiving posi-
tions were close to the measurements of the classroom.
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Figure 2 exhibits that the simulated average RTs of
six receiving positions are basically consistent with
the measured results, which is within plus and minus
5% of the measurement. The comparison result has
verified the effectiveness of this combined simulation
method.

Octave frequency band [Hz]

Measurement

3.5

2.5

1.5
63 125 250 500 1000 2000 4000

(1–5%)*Measurement
(1+5%)*Measurement
Simulation

RT
[s
]

Fig. 2. Comparison of RTs between the measurement
and simulation.

Based on Model A, Model B with relatively flat
RT at low frequencies was established. According to
the specification (GB, 2010), the RT in the classroom
larger than 300 m3 should be lower than 0.8 s. There-
fore, both of Model C and Model D with an average
RT of 0.8 s at mid-high frequency were established. In
addition, Model C and Model D have a rising and a flat
RT at low frequencies, respectively. The RTs of these
four models are shown in Fig. 3 and the sound absorp-
tion coefficients of these FDTD models are listed in
Table 2. The absorption coefficients of FDTD models
were obtained through Eq. (4). Most of the sound ab-
sorption processing were for plastered brick walls and

63
0

1

2

3

4

125 250 500 1000 2000 4000

Octave frequency band [Hz]

RT
[s

]

Measurement
Model A
Model B
Model C
Model D

Fig. 3. RTs of measurement and four models.

Table 2. Sound absorption coefficients of the classrooms in
the FDTD models. The rests models stand for models with

the same absorption coefficient.

Boundary Model
Frequency [Hz]

63 125 250

A 0.07 0.1 0.15

Floor D 0.14 0.13 0.14

Rests 0.1 0.12 0.15

Glass windows
A 0.11 0.07 0.15

Rests 0.12 0.06 0.2

Seats
D 0.28 0.28 0.34

Rests 0.24 0.25 0.31

Front wall
A 0.1 0.13 0.2

Rests 0.12 0.15 0.2

Wall

A 0.26 0.09 0.2

B 0.25 0.25 0.25

C 0.51 0.51 0.51

D 0.88 0.81 0.73

Ceiling

A 0.1 0.07 0.15

B 0.33 0.33 0.33

C 0.4 0.4 0.4

D 0.79 0.72 0.69

ceiling, while other boundaries were just slightly ad-
justed. From Fig. 3, Model A and Model B have the
same RT at 500–4000 Hz, while Model C and Model D
have the same RT at 500–4000 Hz. Model A and
Model C have a rising RT at 63–500 Hz, while Model B
and Model D have a flat RT at 63–500 Hz. It can be
seen that this hybrid method can deal with the RT
quantitatively, which is beneficial to analyze the effects
of low-frequency RT on speech intelligibility.

2.4. Speech intelligibility test

As the simulation results of Model A were consis-
tent with the measured results, this study only conduc-
ted listening tests on the simulated models. In a quiet
room where the background noise level was less than
30 dBA, subjective evaluation of the speech intelligibil-
ity was conducted using recordings of each receiving
position. These signals had been processed based on
the Mandarin Chinese speech intelligibility test word
list as specified by GB 15508-1995 (GB, 1995). Each
receiving position used two different lists, which were
recorded by a man and a woman reading, respectively.
Each list has 75 syllables, which are randomly di-
vided into 25 rows of three syllables with no coherent
meaning. The lists keep the balance of difficulty and
phonemic characteristic, where each consonant, vowel,
or tone appears with the same frequency in each list.
Each row is preceded by a carrier phrase, for example
“the tenth row is ā, ér, jìng”, where the carrier phrase
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gives a hint of row number and “ā, ér, jìng” stands
for the three syllables. The words were recorded in an
anechoic chamber, and spoken by a male or a female
speaker at the rate of about 4 syllables per second.
There is a pause of about 5 seconds between each row
for the listener to write down the syllables. The test-
ing word lists were convolved with simulated binaural
RIRs by Cooledit Pro software.

Fourteen graduate students aged between 22–30
participated in this speech intelligibility test, who were
trained and familiar with Chinese phonetic alphabet.
All participants are native speakers of Mandarin Chi-
nese and had absolute thresholds of less than 15 dB HL
at octave frequencies between 125 Hz and 8000 Hz. For
each test condition, up to 4 participants could partici-
pate in the test at the same time using the HP-S4 head-
phone amplifier, and each participant wore the same
type of the Sennheiser HD580 headphone at a speech
sound pressure level of 60–65 dBA. The listening ma-
terial was played through Cool Edit Pro software and
controlled by the tester. Finally, the results were scored
by testers against the correct answer. As the tonal error
rate was very low and some subjects accidentally mis-
marked tones, the tonal results will not be discussed in
the study. Only the consonant and the vowel in each
syllable are correct, the syllable is counted as a cor-
rect syllable. The correct rate of syllables in each list is
calculated by percentage, then the average score of all
participants is the Chinese speech intelligibility score of
each receiving position. The speech intelligibility score
of consonants depends on the correct rate of conso-
nants, no matter whether its vowel part is correct or
not. Similarly, the speech intelligibility score of vow-
els does not consider whether the consonants are right
or not.

3. Results

Figure 4 shows the Chinese speech intelligibility
scores at each receiving position in four models. It can
be obviously seen from the results that the Chinese
speech intelligibility scores of Model B at each receiv-
ing position are higher than the scores of Model A,
and the scores of Model D at each receiving position
are higher than Model C, which indicates the intelligi-
bility score of flat RT at a low frequency is higher than
that of rising RT at a low frequency. Besides, the stan-
dard deviation of the Model A and Model B at each
receiving position is basically larger than Model C and
Model D. The scores of Model C and Model D are much
higher than that of Model A and Model B, which in-
dicates that the RT characteristic in the original class-
room is insufficient. From the repeated measurement
analysis of variance, the model (F(3, 234) = 400.927)
and receiving position (F(5, 78) = 49.377) have signifi-
cant effects on the Chinese speech intelligibility scores
(p < 0.001). As there is a significant interaction be-

R1

30

50

70

90

R2 R3 R4 R5 R6
Receiving position

Sp
ee
ch
in
te
lli
gi
bi
lit
y
sc
or
es
[%
]

Model A
Model B
Model C
Model D

Fig. 4. Chinese speech intelligibility scores in four models.

tween the model and the listening location (p < 0.001),
it needs paired comparison of the simple effect.

The results of the paired comparison indicates
that the speech intelligibility scores of Model C and
Model D are significantly higher than that of Model A
and Model B (p < 0.05). For receiving positions R1, R2,
R5, and R6, there is a significant difference between
Model A and Model B (p < 0.05), whereas there is no
significant difference between Model A and Model B
for receiving positions R3 and R4 (p > 0.05). Mean-
while, between Model C and Model D, there is no sig-
nificant difference for receiving positions R1, R3, R4,
and R6, while there is a significant difference for re-
ceiving positions R2 and R5. Therefore, for most lo-
cations, flattening the low-frequency characteristics in
the classroom with RT(500–1000 Hz) of 2 s can signifi-
cantly improve the speech intelligibility. However, flat-
tening the low-frequency characteristics in the class-
room with RT(500–1000 Hz) of 0.8 s can improve the
speech intelligibility but not significantly. Namely, it
is more important to improve the entire-frequency RT
than improve the low-frequency RT only.

4. Discussion

To further explore the effect of low-frequency RT
on speech intelligibility, the following is analyzed in
terms of syllables. Mandarin Chinese speech sounds
range from very low (about 100–125 Hz) to very high
frequencies (above 10 kHz or 12 kHz for some sounds).
A Chinese syllable must contain an initial consonant
and a vowel, or only contain a vowel. The vowels are
low in frequency and high in sound energy, while the
initial consonants are much higher in frequency and
lower in sound energy (Wu, 1964). Gelfand (1998)
wrote in his book that low frequencies tended to be
effective maskers over a very wide range of frequen-
cies, while higher frequencies were not good maskers of
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low frequencies. When the low-frequency RT is much
longer than the mid-frequency RT, low-frequency re-
verberant sounds can be emphasized by room modes
and then mask speech sounds in a classroom (Wu
et al., 2014). For this speech intelligibility test, three
syllables are in a row, and each row is preceded by
a carrier phrase. Therefore, due to the difference in
RTs, syllables in different positions and carrier phrase
will affect the test results. The speech intelligibility
scores of syllable, the consonant and the vowel (SCV)
for tested syllable orders in turn are shown in Fig. 5.
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Fig. 5. Speech intelligibility scores of SCV. In the figure,
1S, 2S, and 3S denote syllable in the first, second, and
third order, respectively; 1C, 2C, and 3C denote consonant
in the first, second, and third order, respectively; 1V, 2V,
and 3V denote vowel in the first, second, and third order,

respectively.

The analyses of variance for average speech intelli-
gibility scores of six receiving positions show that the
model (F(3, 468) = 614.176), SCV (F(2, 468) = 419.248)
and the orders (F(2, 468) = 14.972) have significant
effects on the test (p < 0.001). Figure 5 shows that
the scores of Model B are better than Model A, and
Model D is better than Model C, which emphasized
that the lower the low-frequency RT, the higher the
speech intelligibility score. Due to the carrier phrase
before the first syllables is fixed and slightly stopped,
the first syllables will be less affected by the preced-
ing syllables. Hence, the scores of syllables, consonants
and vowels in first orders are significantly higher than
the second and third orders (p < 0.001). The scores
of vowels and consonants are significantly higher than
syllables (p < 0.001), meanwhile the scores of vowels
are significantly higher than consonants (p < 0.001).

There is a significant interaction between the model
and SCV (p < 0.001), and the other interactions are
not significant (p > 0.05). For the same element of
SCV, there is a significant difference between each two
models (p < 0.05), however, there is not significant dif-
ference between each two elements of SCV. For Mod-

els A and B, there is a significant difference between
each two elements of SCV (p < 0.001). In Model A and
Model B, the average score of consonants is lower than
the average score of vowels in the same model (the
consonant of Model A = 72%, the vowel of Model A
= 76%, the consonant of Model B = 76%, the vowel of
Model B = 81%). As both the average RTs of Model A
and Model B at 500–1000 Hz are 2 s, while the reading
speed is about 4 syllables per second, the RT is greater
than the time interval between two syllables, which will
bring serious interference. Since both the low frequen-
cies and higher frequencies have a masking effect on
the high frequencies, the front syllables of Model A
and Model B have large masking effect on the higher
frequency sound of the next syllables. Therefore, the
scores of consonants are lower than vowels in Model A
and Model B. For Model C and Model D, there is no
significant difference between vowels and consonants
(p > 0.05), but there is a significant difference between
vowels and syllables (p < 0.001) or between consonants
and syllables (p < 0.001). In Model C and Model D,
the average scores of the initial consonant and vowel
of the same model are basically the same (the conso-
nant of Model C = 88%, the vowel of Model C = 88%,
the consonant of Model D = 91%, the vowel of Model D
= 91%). Owing to that the average RTs of Model C and
Model D at 500–1000 Hz are only 0.8 s, the RT is too
small to cause an obvious masking effect. Therefore,
the scores of consonants are basically the same as that
of vowels in Model C and Model D.

The above findings indicate that the vowel sounds
have a certain masking effect on the consonant sounds,
namely the low-frequency sound has a certain mask-
ing effect on the mid-high frequency sound, which
confirmed the well-known “upward spread of mask-
ing” (Oxenham, Plack, 1998). The result of this
study showed that too high reverberation time in the
low frequency band significantly deteriorates the intel-
ligibility of speech. To improve the speech intelligibility
of a classroom, the average RT in the entire frequencies
should be smaller to diminish the masking effect and
the low-frequency RT is better not to be rising.

5. Conclusions

In this study, four models based on a large class-
room were established by a hybrid method. The syn-
thetic RIRs of the classroom models were obtained
through the FDTD method modeling at low frequen-
cies and the Odeon simulation at higher frequencies.
The Chinese speech intelligibility listening test was
conducted after verification. The average scores of each
receiving position show that the scores of Model B
are better than Model A, and Model D is better than
Model C. The scores of syllables, consonants and vow-
els in first orders are significantly higher than the sec-
ond and third orders. The scores of vowels and conso-
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nants are significantly higher than syllables. The scores
of consonants are lower than vowels in Model A and
Model B, while the scores of consonants are basically
the same as that of vowels in Model C and Model D.
The above results indicate that RT in the entire fre-
quencies should be smaller and the low-frequency RT is
better to be flat to obtain better speech intelligibility.
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Condition monitoring in a centrifugal pump is a significant field of study in industry. The acoustic method
offers a robust approach to detect cavitations in different pumps. As a result, an acoustic-based technique is
used in this experiment to predict cavitation. By using an acoustic technique, detailed information on outcomes
can be obtained for cavitation detection under a variety of conditions. In addition, various features are used in
this work to analyze signals in the time domain using the acoustic technique. A signal in the frequency domain
is also investigated using the fast Fourier method. This method has shown to be an effective tool for predicting
future events. In addition, this experimental investigation attempts to establish a good correlation between
noise characteristics and cavitation detection in a pump by using an acoustic approach. Likewise, it aims to
find a good method for estimating cavitation levels in a pump based on comparing and evaluating different
systems.
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1. Introduction

Various pump industries have become increasingly
interested in the phenomenon of cavitation. Several
types of hydraulic machinery may be affected by cavi-
tation. This includes all types of pumps and tur-
bines for water (Nelik, 1999; Al-Obaidi, 2018; 2019a;
2019b; Spraker, 1965). A variety of factors contribute
to this problem (Girdhar, Moniz, 2005; Arnold,
Stewart, 1999; Gautam, 2012). As a consequence,
all systems become noisier (Lobanoff, Ross, 2013;
Liu, 2014; Anderson et al., 2014). To detect cavi-
tation in a pump, experimental acoustic signals are
analyzed, and a variety of frequency ranges are stud-
ied (Karassik, McGuire, 1998; Beebe, 2004; Al-
fayez et al., 2005). The performance of pumps has
been investigated by many researchers using a variety
of monitoring techniques. For example, noise was used
to investigate cavitation as an indicator of a pump’s
performance (Chudina, 2003). Cavitation occurs in
the inlet pump because of several undesired influences
such as performance drop, pitting, erosion, and pump
damage. The study analyzes acoustic signatures at var-

ious frequencies under different conditions. A higher
frequency range is found to enhance cavitation at high
mass flow.

Both vibrations and noise were used to monitor
cavitation (Černetič et al., 2008). Pumps were used
with a semi-open impeller and a closed impeller, both
of which have six blades. Each pump was studied sep-
arately for cavitation. The results indicated that every
pump has a variety of noise and vibration spectra with
many different types of frequencies. In addition, the
results showed that the alteration levels for noise and
vibration were around 10 to 15 dB with and without
cavitation. The vibration method was used to investi-
gate faults in the pump (Albraik et al., 2012). The
flow rate was 30 m3/h, the head was 55 m, and the im-
peller speed was 2900 rpm for a closed impeller pump.
Gradually closing the discharge valve and keeping the
suction valve open showed that the net positive suction
head available (NPSHA) was related to the net posi-
tive suction head required (NPSHR). In their study,
NPSHR increased with the mass flow. The results also
revealed that the vibration level increased as the mass
flow grew.

https://orcid.org/0000-0003-3819-7008
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Farokhzad et al. (2013) conducted a study on re-
lationship between vibration and fault in a pump at
various conditions. Two different configurations were
found to be faulty: a faulty seal and a broken impeller.
The authors found that significant alteration in vibra-
tion tendencies occurred with fault. Čudina (2003) in-
vestigated cavitation using the sound signal and in-
vestigated the sound level at a variety of discharge
conditions. The results showed that the sound level
increased as cavitation became fully developed. The
noise in the pump increased or decreased depending
on the mass flow and pump speed. Also, instability can
happen in the pump due to cavitation, causing pump
deterioration performance, pitting in material, and ero-
sion. Čudina and Prezelj (2009) examined cavita-
tion by studying frequency of discrete audible spectra.
The results found that the discrete frequency spec-
trum of audible noise was linked with cavitation in the
pump. Moreover, the spectra frequency level peak aug-
mented as the cavitation inception grew, and the maxi-
mum value occurred during the cavitation process.

Based on the above literature, it can be noticed
that there is a lack of details connected to using vari-
ous frequency range analyzes to detect cavitation phe-
nomenon. It is essential that cavitations are investi-
gated when the pump performs at high range condi-
tions, for instance, at various mass flow rates and pump
speeds. Using condition monitoring type acoustic ap-
proach has different advantages. It is easily recorded,
evading safety dangers and the need for different ranges
of temperature acoustic devices with their connected
complications of mounting. The most significant dis-
advantage of the acoustic approach is that the sur-
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Fig. 1. Flow chart analysis of acoustic data processing.

rounding noise tends to contaminate the microphone
(Ramroop et al., 2001; Sakthivel et al., 2010; Jones
et al., 2006; Grist, 1998; Kamiel, 2015). In this expe-
rimental work, the methodology used contains a vari-
ety of steps, as shown in Fig. 1.

2. Centrifugal pump experimental test rig

Figure 2 illustrates a flow loop system with a pump
and sensors; clear PVC (polyvinyl chloride) pipes
were used. In addition, the tank was made of plastic.
A pump experimental test rig construction consisted
of different significant stages. Designing a flow-loop
pumping system was the first step. In the second stage,
all requirements, such as installing the entire piping
system, were conducted. A pressure transducer micro-
phone, water flowmeter, and other equipment were also
identified as part of the loop installation sensors.

Fig. 2. Experimental setup components: 1 – water tank;
2 – suction valve; 3 – suction pressure transducer; 4 – cen-
trifugal pump; 5 – microphone; 6 – air flowmeter; 7 – air
supply; 8 – discharge pressure transducer; 9 – discharge
value; 10 – data acquisition system; 11 – PC; 12 – water

flowmeter; 13 – hopper.

2.1. Time domain conventional statistical analysis

Peak value analysis

It is a significant statistical parameter to calculate
the peak signal.

RMS value

The given equation defines the RMS value:

RMS =

¿ÁÁÀ 1

N

N

∑
i=1

x2i , (1)

where N and xi represent the total elements’ number
and the element signal.

Value of peak-to-peak

This is the third statistical parameter used in this
work.
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Variance value

Variance value can be calculated using Eq. (2):

Variance =
∑ (xi − x)2
N − 1

, (2)

where x, xi, and N are the total of elements, the set of
elements, and the elements’ mean values, respectively.

Frequency conventional analysis

The fast Fourier transform (FFT) is broadly em-
ployed to convert the different types of signals from
the time analysis into the frequency-domain analysis.
The outcome of the FFT offers various amplitudes of
signals, and the FFT can be written as follows:

F (ω) = ∞

∫
−∞

X(t)ej2π∗ft dt. (3)

The inverse function of the FFT is defined as:

X(t) = ∞

∫
−∞

F (ω)ej2π∗ft dω, (4)

j =
√
−1, (5)

ω = 2πf, (6)

where

ej2π∗ft = cos 2πft + sin 2πft. (7)

X(t) and F (ω) are the time signals and frequency do-
main, respectively.

Mean value analysis

The mean value is calculated using the following
equation:

µ =
1

N

N−1

∑
i=0

xi. (8)

The x, xi, and N , are the total of elements, the set of
elements, and the elements’ mean values.

Root mean square analysis

From the frequency domain, it can be calculated by
the root mean square (RMS) (Anderson et al., 2014).
The value of the H-NPSHR curve in the pump was
provided by its manufacturer and the value of NPSHA,
calculated based on varying conditions, is as follows:

NPSHA =
Patm + Ps

ρg
+
V 2

2g
−
Pv

ρg
−Hi, (9)

where Patm – atmospheric air pressure [Pa], Pi – inlet
pressure [Pa], V – water velocity in pipes [m/s], Pv –
the pressure of water vapor [Pa].

3. Instantaneous outlet pressure

(hydrostatic pressure) analysis

Figure 3 represents the signals of the outlet pres-
sure (hydrostatic pressure) for various mass flows rang-
ing from 152 to 378 l/min with an impeller speed of
2755 rpm in the centrifugal pump. The outlet pressure
signals are changed when the mass flow changes, and
the pressure magnitude decreases as the mass flow in-
creases. This resulted from both mechanical and hy-
draulic losses as well as cavitation conditions. In the
next part of this experiment, additional investigations
will be necessary to detect cavitation.

Figure 4 describes the tendency of minimum, RMS,
mean, and peak features for the amplitude of signals of
outlet pressure. It is obvious that the features with the
growing flow in the pump all follow a downward con-
tinuous tendency because of the same reasons stated
before. The tendency for entire features rapidly re-
duces as the pump works at the mass flow greater than
350 l/min due to the high interaction flow in the im-
peller and volute parts as well as the cavitation occur-
rence.

Figure 5 illustrates the pump head measurements
at various mass flows. According to experiments, the
pump head decreases as the flow increases. Pressure
alterations occur when there is interaction flow in the
impeller due to the distribution pressure being nonuni-
form in the volute as well as when there is cavitation.

When it comes to determining normal and cavita-
tion conditions, the NPSH is an influential parameter
in the performance of the pump. Figure 6 describes
the NPSHA and the NPSHR. The pump’s flow in the
pump can be altered by gradually throttling the valve
at discharge suction and keeping the valve at the suc-
tion part fully open.

As can be seen, there are various regions of cavita-
tion. In the first one, at low flow, no cavitation occurs
in this area. At mass flow greater than 350 l/min, the
cavitation starts to occur and an intersection between
both curves has already formed, as shown in this fig-
ure. Furthermore, cavitation occurs more frequently at
flow rates greater than 300 l/min. Also, it is observed
that cavitation occurs between flow rates of 300 and
greater than 350 l/min.

4. Acoustic analysis signal in the time domain

In this experimental measurement study, cavita-
tion is investigated at a variety of conditions using
various types of features in the time analysis domain.
Figure 7 illustrates the acoustic signals in time ana-
lysis waves. It is noted that the flow is lower than the
flow of 300 l/min. As can be seen, there is no alter-
ation in acoustic amplitude characteristics. The im-
portant change in signals occurs at a rate greater than
350 l/min, due to the interaction flow in the volute
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Fig. 3. Various signals of outlet pressure in time analysis.
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Fig. 7. Acoustic signature in time analysis domain.
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and impeller and the cavitation resulting in an NPSHR
value higher than NPSHA.

Further analysis conducted to find the relationship
between the acoustic signature and the occurrence of
cavitation is presented in the next part.

5. Acoustic signals analysis using features

Figure 8a shows the peak and RMS values of micro-
phone signal to investigate cavitation. Because of the
inner recirculation flow, there is increased hydraulic
noise when the pump runs with a lower flow than the
designation flow. Likewise, as the pump functions at
a flow greater than 300 l/min, the noise level increases
because of additional hydraulic noise, flow turbulence,
and the cavitation process. However, when flow in-
creases above 350 l/min, the signature of the acoustic
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Fig. 8. Tendencies of the acoustics signature using peak,
RMS, peak-to-peak, and variance signature features.

signal rapidly increases. The bubbles collapse, conse-
quently altering noise that leads to the NPSHR being
higher than the NPSHA due to the cavitation process.

Figure 8b shows an acoustic signature analysis for
additional investigation of the acoustic signature us-
ing various statistical values of peak-to-peak feature
and variance feature. Figure 8b shows that the above
features tend to have a similar tendency to those in
Fig. 8a. Since the flow inside the pump changes at dif-
ferent range conditions, the noise level increases. Ac-
cording to this observation, the cavitation phenomenon
in the pump is highly affected by the mass flow. Fur-
thermore, using the above feature can provide a good
indicator of cavitation.

In this experiment, the purpose is to examine the
cavitation process in a pump under various condi-
tions. The 3D figure below explains the connection be-
tween various parameters. This figure compares acous-
tic signals in the frequency analysis. It is demonstrated
how the acoustic signals vary in the pump. Figure 9a
describes these signals in the low-frequency range of
0 Hz – 1 kHz. Based on the results, the acoustic sig-
nal did not change when the pump operated below
350 l/min. However, the significant alteration in the
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Fig. 9. Amplitude acoustic analysis at the range of fre-
quency: a) 0 Hz – 1 kHz; b) 1–2 kHz.
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acoustic level was observed for the pump operating
with 350 l/min and greater. Due to the interaction
flow between the volute and impeller as well as cav-
itation, in general, the noise level increases. The do-
minant frequencies in the pump are the blade pass-
ing frequency of 229.5 Hz, the rotation impeller fre-
quency of 45.9 Hz, and harmonics.

6. Acoustic signals in the frequency analysis

domain

Figure 9b shows the signals in the frequency range
from 1 kHz to 2 kHz. Based on this frequency range,
the results revealed a slight alteration in amplitude
signals as the pump operated at less than 350 l/min;
nevertheless, a quick increase in amplitude signals
is indicated under the flow greater than 350 l/min.
Due to the occurrence of cavitation, the NPSHA was
smaller than the NPSHR. Also, it was observed that
the blade passing frequency (BPF) and rotational fre-
quency (RF) dominated in this frequency range.

Figure 10 shows two ranges of frequencies: a) 2 to
10 kHz and b) 10 to 15 kHz. The flow rate of the pump
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Fig. 10. Amplitude acoustic analysis at the frequency
ranges: a) 2–10 kHz; b) 10–15 kHz.

is less than 350 l/min. No alteration in the acoustic
signal levels is noted. A significant rise is detected when
the flow exceeds 350 l/min. Cavitation growth occurs
at high mass flow rates. As a result of cavitation, the
noise level increases under high flow. The frequency
range from 10 to 15 kHz was also effective in diagnosing
cavitation.

6.1. Acoustic signals in the frequency analysis
using the mean feature

Figure 11 illustrates acoustic amplitude signals
mean value at the frequency ranges of 0 Hz – 1 kHz,
1–2 kHz, 2–10 kHz, and 10–15 kHz. It is revealed that
using the mean feature, there is no important alter-
ation as the pump works under smaller than the de-
sign flow. Nevertheless, it is noted that the quick rise in
acoustic level takes place under the flow greater than
350 l/min because of the cavitation occurrence. Also,
the NPSHR is greater than the NPSHA in this case.
The result indicates that using the mean value in the
frequency domain offers a good approach to analyze
cavitation.
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Fig. 11. Mean feature analysis in the frequency range be-
tween 0 Hz and 15 kHz.

6.2. Using the RMS feature in the frequency analysis
domain

Figure 12 describes the acoustic signal analysis us-
ing the RMS feature for frequency ranges from 0 Hz
to 15 kHz. All curves in this figure have the same ten-
dency as the acoustic mean feature in Fig. 11. The am-
plitudes of acoustic signals rapidly increase at a flow
higher than 350 l/min for all ranges of frequencies.
Also, the results show that the differences in ampli-
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Fig. 12. RMS feature at the frequency range between 0 Hz
and 15 kHz.

tudes of acoustic in frequency analysis at a variety of
mass flows and frequency ranges agreed with cavita-
tion characteristics in Fig. 6.
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Fig. 13. Comparison of the results of various features at various impeller speeds.

7. Influence of impeller speed on the cavitation

occurrence

Figure 13 illustrates maximum statistical feature
values. It is obvious that these values under an im-
peller speed of 2755 rpm are significantly higher than
in other three remaining impeller speeds of 2610, 2320,
and 2030 rpm. The peak value of the impeller speed of
2755 rpm is higher by about 13.4%, 15.5%, and 35.59%
compared to 2610, 2320, and 2030 rpm, respectively.
Similarly, the RMS value is higher by around 11.8%,
29.95%, and 52.6%, the peak-to-peak value by about
13.1%, 13.5%, and 33.3%, and the variance value by
around 16.7%, 42.2%, and 75.89%, as summarized in
Tables 1 and 2.

Table 1. Summary of the maximum statistical feature re-
sults for the acoustic amplitude at different impeller speeds.

Impeller speed

[rpm]

Peak

[Pa]

RMS

[Pa]

Peak-to-peak

[Pa]

Variance

[Pa]

2755 0.045 0.043 0.016 0.0085

2610 0.039 0.036 0.016 0.0084

2320 0.035 0.027 0.011 0.0063

2030 0.023 0.016 0.0065 0.0034
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Table 2. Summary of the minimum statistical feature re-
sults for the acoustic amplitude at different impeller speeds.

Impeller speed

[rpm]

Peak

[Pa]

RMS

[Pa]

Peak-to-peak

[Pa]

Variance

[Pa]

2755 3.79 0.92 7.39 0.85

2610 3.56 0.86 6.92 0.74

2320 2.67 0.65 5.22 0.43

2030 2.18 0.53 4.26 0.28

Figure 14 describes the signal investigation in the
frequency analysis using the mean feature at various
mass flows and impeller speeds for the frequency range
from 0 Hz to 15 kHz.

The results indicate that the mean feature for the
pump speed of 2755 rpm is higher than for N = 2610,
N = 2320, and N = 2030 rpm. Similarly, it is noted that
the impeller speed is related to the increase of acous-
tic signal amplitude. The mean values increase as the
pump speed increases, as listed in Table 3. A compar-
ison of results for the minimum mean acoustic value is
presented in Table 4.
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Fig. 14. Results comparison for mean feature at the frequency range between 0 Hz and 15 kHz.

Table 3. Comparison results for the maximum mean
acoustic values.

Impeller

speed

[rpm]

Mean

value

0 Hz – 1 kHz

[Pa]

Mean

value

1–2 kHz

[Pa]

Mean

value

2–10 kHz

[Pa]

Mean

value

10–15 kHz

[Pa]

2755 0.047 0.043 0.016 0.0085

2610 0.039 0.036 0.0158 0.0084

2320 0.035 0.027 0.011 0.0063

2030 0.023 0.016 0.0065 0.0034

Table 4. Comparison results for the minimum mean
amplitude features.

Impeller

speed

[rpm]

Mean

value

0 Hz – 1 kHz

[Pa]

Mean

value

1–2 kHz

[Pa]

Mean

value

2–10 kHz

[Pa]

Mean

value

10–15 kHz

[Pa]

2755 0.021 0.014 0.0062 0.0012

2610 0.0189 0.012 0.0058 0.0011

2320 0.016 0.0088 0.0043 0.00105

2030 0.013 0.0063 0.0041 0.00103
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Figure 15 illustrates the RMS analysis at the range
frequency from 0 Hz to 15 kHz. The results reveal that
the RMS value for the pump speed of 2755 rpm is sig-
nificantly greater than for the cases with N = 2610,
N = 2320, and N = 2030 rpm. It is also observed that
the maximum and minimum values of the RMS fea-
tures increase as the impeller speed increases, as listed
in Tables 5 and 6.

Table 5. Comparison of maximum value results
of the RMS feature.

Impeller

speed

[rpm]

Maximum

value

0 Hz – 1 kHz

[Pa]

Maximum

value

1–2 kHz

[Pa]

Maximum

value

2–10 kHz

[Pa]

Maximum

value

10–15 kHz

[Pa]

2755 0.061 0.052 0.019 0.009

2610 0.048 0.043 0.018 0.008

2320 0.047 0.031 0.014 0.007

2030 0.033 0.023 0.009 0.004
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Fig. 15. RMS features comparison at the frequency range from 0 Hz to 15 kHz.

Table 6. Comparison of maximum value results
of the RMS feature.

Impeller

speed

[rpm]

Minimum

value

0 Hz – 1 kHz

[Pa]

Minimum

value

1–2 kHz

[Pa]

Minimum

value

2–10 kHz

[Pa]

Minimum

value

10–15 kHz

[Pa]

2755 0.026 0.017 0.009 0.0014

2610 0.022 0.014 0.0085 0.0013

2320 0.017 0.008 0.0065 0.00125

2030 0.011 0.006 0.0055 0.00101

8. Conclusions

The following outcomes are derived in this inves-
tigation studying the influence of different mass flows
and impeller speeds using acoustic signals on detecting
cavitation occurrence. Time-domain analysis of the
acoustic signal’s amplitude in time by various features
can provide a good indication of cavitation. The results
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found that the value of the acoustic signal amplitude
increased or decreased directly with the flow range in
the pump. Acoustic signals in the time domain showed
that the level of acoustic signal increased as the pump
worked at the occurrence of cavitation. Also, studying
the acoustic amplitude in frequency analysis is a satis-
factory approach to study changes in cavitation. The
dominant frequencies in the pump are the blade pass-
ing frequency, the rotation frequency, and its harmon-
ics. Various frequency ranges offer good indications of
determining cavitation by examining the amplitude
of the acoustic signal in the frequency analysis. The
results showed that mean and RMS features in the fre-
quency analysis effectively detect cavities. The study
of the acoustic signal amplitude under a variety of ex-
perimental tests displayed a good agreement with cav-
itation characteristics demonstrated in the NPSH plot.
Furthermore, the result comparison in both time and
frequency analyzes revealed that both mean and RMS
features under an impeller speed of 2755 rpm are sig-
nificantly greater than in other experimental cases. Ac-
cording to this study’s experimental results, the acous-
tic method effectively detects the various levels of cav-
itation.
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In order to investigate the effect of the surface shape on the performance of perforated panels, three non-flat
shapes were considered for perforated panel with their absorption performance compared with the usual shape
of the (flat) perforated panel. In order to simulate the absorption coefficient of a non-flat perforated panel, the
finite element method was implemented by the COMSOL 5.3a software in the frequency domain. Numerical
simulation results revealed that all the shapes defined in this paper improve the absorption coefficient at the mid
and high frequencies. A and B shapes had a higher performance at frequencies above 800 Hz compared to the flat
shape. Also, shape C had a relative superiority at all frequencies (1–2000 Hz) compared to the reference shape;
this superiority is completely clear at frequencies above 800 Hz. The maximum absorption coefficient occurred
within the 400–750 Hz range. After determining the best shape in terms of absorption coefficient (shape C),
a perforated panel of 10 m2 using fiberglass fibers and desired structural properties was built, and then it
was also subjected to a statistical absorption coefficient test in the reverberation chamber according to the
standard. The results of the statistical absorption coefficient measurement showed that the highest absorption
coefficient was 0.77 at the frequency of 160 Hz. Also, to compare the experimental and numerical results, these
conditions were implemented in a numerical environment and the statistical absorption coefficient was calcula-
ted according to the existing relationships. A comparison of the numerical and laboratory results revealed
acceptable agreement for these two methods in most frequency spectra, where the numerical method was able
to predict this quantity with good accuracy.

Keywords: perforated acoustic absorber; surface shape; statistical absorption coefficient; reverberation cham-
ber; finite element method.
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1. Introduction

When a single-frequency plane wave collides with
a rigid wall, a static wave with a pressure amplitude
twice the pressure amplitude of the incident wave is
generated due to boundary conditions on the wall sur-
face. In other words, all the acoustic energy of the
incident wave is reflected by the wall and remains in
the medium. The use of absorbent materials can re-
duce the wave energy reflected from the wall. Perfo-

rated panels are one of the most common resonant
absorbers used for sound control. This type of ab-
sorbers is widely used due to their adjustable mechani-
cal properties and ease of processing. The unique phys-
ical properties of the perforated panels have led to their
application in complex mechanical systems such as
magnetic resonance scanners (MRI) (Li, Mechefske,
2010), cooling systems (Allam, Åbom, 2014), turbo-
fan motor (Jing et al., 2008), as well as many build-
ings (Yu et al., 2016; 2017) and mufflers (Fuchs, Zha,
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1997; 2006). The perforated panel is a plate consist-
ing of a number of orifices with a specified diameter
and spacing, which are positioned on a rigid wall at
a certain distance. The orifices on the plate are in-
terconnected and parallel similar to many Helmholtz
resonators. When the frequency of the incident wave is
close to the natural frequency, the air column formed
in the orifices is strongly vibrated and collides with the
back wall. Acoustic energy is converted to thermal en-
ergy due to inertia and adhesion effects, whereby the
noise decreases.

A good absorber has an air-like resistance (for exam-
ple, a resistance close to 1 and a resistance-to-reactan-
ce ratio greater than 1) and a reactance far lower than
that of air. This reactance is achieved by giving space
to the back of the perforated panel. In such a structure,
the characteristics of the orifices and the air gap of the
back of the plate affect the resonance frequency. With
the proper selection of structural parameters, appro-
priate absorption can be achieved within the specific
frequency range without the need for porous materi-
als. The absence of common porous materials allows
for a “clean” system that is more suitable for hospi-
tals, food, and pharmaceutical industries, and micro-
electronics (Li, Mechefske, 2010). Although perfo-
rated panels have been considered an alternative to
porous and fibrous absorbers, they have lower perfor-
mance than porous materials in terms of both the ab-
sorption rate and the absorption range. Recent studies
to enhance the efficiency of perforated absorbers have
indicated the importance of this class of absorbers and
their role in reducing noise in specific frequency ranges.

Wang et al. (2014) achieved maximum absorption
at different frequencies by utilizing the space behind
the perforated panel and creating chambers with dif-
ferent depths. These frequencies were proportional to
the depth of each sub-chamber. Lee and Kwon (2004)
increased the absorption coefficient significantly using
multiple perforated panels. The use of absorbers on the
back of the perforated panel is another way through
which Hashemi et al. (2019) improved the absorp-
tion range and absorption rate by placing foams of
varying current resistance and changing their layout.
Some studies have also used the resonance of the micro-
perforated structure itself, especially at low frequencies
(Lee et al., 2005; Chang et al., 2010).

Few studies have looked at the apparent shape of
adsorbent materials. For example, Chen et al. (2000)
examined the effect of the shape of porous absor-
bers behind the micro-perforated plate. The authors
examined simple, semicircular, concave, and triangu-
lar shapes and concluded that the form of porous
absorbers definitely affects the absorption coefficient
at some frequencies. Easwaran and Munjal (1993)
studied the sound reflection coefficient from the foam
edges using the Galerkin finite element method.
Bolton and Green (1986) investigated the rates of

adsorption coefficient and sound transmission loss in
a panel composite structure by the finite element
method. The results of both studies revealed that the
porous materials with an edged shape improve the ra-
tes of absorption coefficient and the transmission loss
in some frequency bands. Wang et al. (2019) conduc-
ted a study investigating the absorption properties
of a corrugated perforated plate. For this purpose,
a three-dimensional finite element model was used
to estimate the absorption properties of the corru-
gated perforated plate. The results showed that the re-
placement of sinusoidal micro-perforated panel (MPP)
changes the state of connection in the air-mass system;
as a result, its absorption performance is different from
that of flat MPP.

Wang and Liu (2020) showed in their study on cor-
rugated micro-perforated panel absorber (MPPA) that
when the wavelength of the sound wave is short, the
absorption performance of corrugated MPP is better
than that of the flat type, and at long wavelengths,
there is no difference in the absorption rate of the two
absorbers. Another finding of this study is better ab-
sorption performance at dip points (non-resonant fre-
quencies) compared to the flat perforated absorption
type, which can be used to control the resonance or
reduce the accidental broadband noise in large spaces
and buildings.

According to studies, the number of researches ex-
amining the surface shape of absorbers, especially per-
forated absorbers, is sparse. Thus, the main aim of
this study is to investigate the effect of the surface
shape of perforated absorbers on their absorption per-
formance. Note that only three shapes are considered
in this study and the results cannot be generalized for
other shapes. The investigations in this study are con-
ducted with two numerical finite element and exper-
imental methods, which are described in more detail
later. Regarding the article structure, theoretical and
numerical adjustment sections are provided. The re-
sults of the numerical and experimental methods and
the validation of the numerical method are presented
in the following sections, and finally, the discussion and
conclusions are presented.

2. Theoretical framework

The classical approach for such a system involves
calculating the impedance of an orifice and then cal-
culating the total impedance of the perforated panel
according to the perforation percentage. The total im-
pedance of the system depends on the perforation per-
centage, the diameter of the orifices, and the thickness
of the panel. Impedance is a complex quantity with
two real and imaginary terms:

ZM =X + jωM. (1)
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The real part of the acoustic impedance X represents
the energy propagation and viscous losses of the sound
wave propagated through the orifices, and is known as
resistance. The imaginary part of jωM is called reac-
tance and refers to the mass of air moving through the
orifices. Obviously, the impedance depends on both
the real and the imaginary terms, as well as other fac-
tors used depending on the model. Also, the shape of
the orifices is assumed in a way that the heat-dissipated
energy is insignificant compared to the viscous dis-
sipated energy. There is no interaction between the
orifices. If the orifices are too close to each other,
such an assumption is not suitable for calculating the
impedance and can be modified using the Fok function.
Maa (1998) provided a well-known equation for deter-
mining the acoustic impedance of perforated panels:

ZM(MPP)=

√
2ηk

φd
+
jωρ0

φ

⋅

⎧⎪⎪⎨⎪⎪⎩
0.85d

ψ (ξ) + t
⎡⎢⎢⎢⎣1−

2

k
√
−j

j1 (s√−j)
j0 (k√−j)

⎤⎥⎥⎥⎦
−1⎫⎪⎪⎬⎪⎪⎭, (2)

where ρ0 represents the density of air, ω is the angular
frequency, and j =

√
−1 denotes imaginary numbers.

Here k = d

√
ωρ0

4η
, d denotes orifice diameter, t is the

panel thickness, j0 and j1 indicate the Bessel functions
of first class and order 0 and 1, η represents the viscos-
ity coefficient, φ is the porosity, and s is the perforation
ratio in percentage, ψ is the Fok function obtained by
the following equation:

ψ (ξ)=(1 − 1.40925ξ + 0.33818ξ3 + 0.06793ξ5
−0.02287ξ6 + 0.03015ξ7 − 0.01641ξ8 + ...)−1, (3)

where ξ = 0.88d/b, and b is the distance between the
orifices. As mentioned, the perforated panels should
have rigid backing wall with a certain distance to be-
come a resonance absorber. The impedance of the per-
forated surface (Zs) and the backspace is obtained
from the following relation:

Zs = ZM(MPP) − jρ0c0 cot(ωD
c0
), (4)

where D represents the distance from the back of the
perforated panel to the solid wall, ZM(MPP) denotes
the perforated panel impedance, and c0 is the speed of
sound in air. The absorption coefficient of the perfo-
rated absorber panel for the normal state is the ratio
of the scattered wave pressure to the absorbed wave
pressure obtained from the following relationship:

α = 1 − ∣Zs − ρ0c0

Zs + ρ0c0
∣2. (5)

The oblique absorption coefficient can be obtained
from the following equation:

αθ,β =

x

SInlet

Re [(jϕ) [∂ϕ
∂z
]∗]dxdy

K0 (cos θ)LxLy

, (6)

where Lx and Ly indicate the length and width of the
plate, respectively, ϕ is the velocity potential, and k0 =
ω
C0

is the wave number in free space.
Finally, the absorption coefficient in the diffusion

field can be written as follows:

αS =
1

2π

2π

∫
0

⎛⎜⎝
π/2

∫
0

αθ,β sin 2θ dθ
⎞⎟⎠dβ, (7)

where θ and β are the angles of elevation and azimuth,
respectively.

3. Methods

3.1. Numeric adjustment

In order to simulate the absorption coefficient of
a non-flat perforated panel, the finite element method
was used by COMSOL 5.3a software in the frequency
domain. The computational range included the space
behind the perforated panel, the perforated panel it-
self, and the virtual channel. This software solves the
wave equation by solving the Helmholtz equation in
the frequency domain. Given the non-flat surface of the
perforated panel, it is not possible to claim that
the normal absorption coefficient is obtained if the
angle of a sound wave is 0. Thus, in this study, the an-
gle of the sound wave between two modes, 0 (mini-
mum) and 90 (maximum), was considered 45 degrees.
The modeling was done in a 3D environment based on
drawing two cubes separated by a parabolic plane. The
shape of the plate was determined using the specified
equations. The upper cube corresponded to the virtual
channel, while the lower cube corresponded to the vol-
ume behind the perforated panel. The acoustic field
inside the virtual channel was connected to the space
behind the plate through the perforated panel orifices.
The length and width of the virtual channel and the
back channel of the plate were 100 cm and 100 cm. De-
pending on the shape of the plates, the depth of the
micro-perforated panel back was defined with the effec-
tive height and obtained by integrating the volume be-
hind the perforated panel. The effective depth behind
the perforated panel was assumed to be 10 cm. Rigid
boundary conditions were considered for back-channel
walls and periodic conditions at virtual channel bound-
aries. By applying the perforated boundary condition
to the perforated panel, the acoustic impedance of the
perforated panel relative to air was obtained according
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to the Maa formula. The Dirichlet-to-Neumann bound-
ary conditions (Keller, Givoli, 1989), applied to the
virtual channel inlet, would allow the sound wave to
pass through this boundary without reflection.

To investigate the effect of the surface shape of the
perforated panel, three designs: A, B, and C, were se-
lected for the perforated panel surface (Fig. 1). Fac-
tors to consider in this study were the simplicity of the
designs in terms of drawing in software and the con-
struction plus use phase as well as aesthetics and dec-
oration issues. Simulations were performed within the
frequency range of 1 to 2000 Hz. Structural properties
such as orifice diameter, perforation percentage, and
plate thickness in all shapes were constant at 1 mm,
0.016%, and 1 mm, respectively (Table 1). The tetrahe-
dral mesh type and mesh sizes were chosen uniformly.
In addition to the shapes mentioned, a flat shape was
also used as a reference for comparison with the se-
lected designs. The simulations of the absorption coef-
ficient were also compared with the flat shape results.
Finally, according to the simulation results, the best

Fig. 1. Defined shapes for the perforated panel
and their dimensions.

Table 1. Structural properties of the micro-perforated panel
(numerical simulation).

Orifice

diameter

[mm]

Panel

thickness

[mm]

Effective

height

[mm]

Perforation

ratio

[%]

1 1 100 0.016

design in terms of absorption coefficient was chosen to
construct at the required dimensions to determine the
absorption coefficient in the reverberation chamber.

3.2. Measurement in the reverberation chamber

According to the results of the numerical solution,
the best shape was selected in terms of the absorption
coefficient. After making the desired piece (shape C –
Fig. 1), the statistical absorption coefficient in the re-
verberation chamber was measured. The volume of the
reverberation chamber was 100 m3 and the roof area
was 31.18 m2. The diffusers installed in the chamber
also helped disperse the sound wave and convert it into
a completely diffuse place. Measurements were made
in accordance with ISO 354: 2003 standard (ISO 354,
2003). According to this standard, the media dimen-
sions to measure the statistical absorption coefficient
must be at least 9 to 12 m2. In this study, a perfo-
rated panel of 10 m2 was built by putting 40 pieces
of 50× 50 cm together. The area of the surfaces and
base of the panels was 11.92 m2. Considering the eco-
nomic constraints and problems, the molding method
was used to fabricate the desired piece. To make the
pieces lighter and easier to shape, 3 mm thick fiber-
glass and 3 mm orifices with a 0.5% perforation ratio
(Table 2) perpendicular to the non-flat surface were
used (Fig. 2). Note that the main focus of this study
was the form factor study; thus, the selection of other

Fig. 2. Non-flat perforated panel (shape C) of 50× 50 cm
dimension.

Table 2. Structural properties of the micro-perforated panel
(experimental simulation).

Orifice

diameter

[mm]

Panel

thickness

[mm]

Effective

height

[mm]

Perforation

ratio

[%]

3 3 100 0.5
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parameters such as orifice diameter, perforation per-
centage, and thickness was not among the priorities
of this study. There were also many limitations dur-
ing the construction phase and the most applicable for
these parameters was considered.

Different arrangements were proposed for this
shape of the panel. Nevertheless, since the periodic
boundary conditions were chosen for the virtual chan-
nel boundaries in this study (Fig. 3), suggesting that
the sound wave conditions in the next panels can be
repeated as before, the regular arrangement was con-
sidered at this stage. According to the standard, the
sample arrangement should not be parallel to the walls
of the room and should be half a meter from each
wall. The sound was transmitted by a 12-dimensional
loudspeaker in two locations, at frequencies of 100 to
5000 Hz in 1.3 octave steps in different directions, with
the microphone manually positioned at five preset lo-
cations, and the experiments were repeated three times
in each case. Finally, the average statistical absorption
coefficients were obtained.

Fig. 3. Arrangement of the perforated panel in the rever-
beration chamber. The layout of the audio microphone and

speaker.

For comparing the experimental method with the
numerical methods, according to Eq. (7), the absorp-
tion coefficient at angles (θ = 0–90○, β = 0–180○) was
calculated in the software separately; by averaging
their values, the statistical absorption coefficient was
obtained at 1.3 octave frequencies.

Absorption coefficient of reference
Absorption coefficient of shape A

Frequency [Hz]

Ab
so
rp
tio
n
co
effi
ci
en
t

Fig. 4. Comparison of absorption coefficient in the two shapes of A and reference shape.

4. Results

4.1. Numerical results for selecting the best shape

The results of the finite element simulation were
presented for the designs considered for the perfora-
ted panel compared to the flat shape (reference) and
compared to each other. As mentioned earlier, the
structural properties of the surface shape in all three
shapes as well as the reference shape were very similar
and the effective depth of all structures is 10 cm.

Figure 4 displays the simulation results of the ab-
sorption coefficient in the two flat (normal) perforated
panels in A and reference shapes. The performance
of both shapes at frequencies below 800 Hz was simi-
lar, but with increasing frequency, the perforated panel
with a sinusoidal shape A performed better. At 240 Hz,
there was a small peak in both diagrams, which could
be due to the resonance of the chamber behind the
perforated panel. Considering the similarity of prop-
erties such as orifice diameter, perforation percentage,
and plate thickness in both samples, subsequent peaks
occurred at both identical absorbers and at frequen-
cies of 450 and 750, which is higher in absorber A with
a negligible difference. Most of the absorption was ob-
served within the frequency range of 450–800 Hz, with
the performance of both absorbers declining above the
frequency of 800 Hz and the absorption coefficient di-
minishing in the reference plate with a steeper slope.

As can be seen in Fig. 5, the perforated absorber B,
which is actually an inverted pyramid scheme similar
to absorber A, performs better at frequencies above
800 Hz compared to the flat shape. Meanwhile, it
also functions better at frequencies below 800 Hz. For
example, at the frequency of 400 Hz, it has an absorp-
tion coefficient of 0.82, while the absorption coefficient
of the reference is 0.6. The next point to notice in
this diagram is the higher resonance peak in the back
chamber space at 240 Hz. Given the variable height
of the back chamber as well as the higher height at



176 Archives of Acoustics – Volume 48, Number 2, 2023

Absorption coefficient of reference
Absorption coefficient of shape B

Ab
so
rp
tio
n
co
effi
ci
en
t

Frequency [Hz]

Fig. 5. Comparison of absorption coefficient in the two shapes of B and reference shape.

some points in absorber B, such a peak seems rea-
sonable.

The results of shape C in Fig. 6 show relative supe-
riority at all frequencies (1–2000 Hz) compared to the
reference shape; this superiority is completely clear at
frequencies above 800 Hz. The maximum absorption
coefficient has occurred within the 400–750 Hz range.

Figure 7 well illustrates that at mid and high fre-
quencies, the shapes defined in this study improve the
performance of these absorbers, where the increased
absorption rate by up to 3-fold is observed at some
frequencies. Meanwhile, by designing and choosing the
appropriate design and shape, the absorption pattern
can be changed at lower frequencies, and a better ab-
sorption rate is achieved. The most important find-
ing in these diagrams was the change in the absorp-
tion pattern in absorbers of unusual shape relative to
the flat shape. On the other hand, further analysis
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Fig. 6. Comparison of absorption coefficient in the two shapes of C and reference shape.

showed that the changes in the perforated panel im-
proved the absorption coefficient and wider absorption
bandwidth. In terms of the absorption pattern, the ab-
sorption diagrams of these three designs differ due to
reasons discussed below.

4.2. Results of statistical absorption coefficient
in the experimental method (reverberation chamber)

Figure 8 shows the statistical absorption coeffi-
cient by the experimental method in the reverbera-
tion chamber. As can be seen, the highest absorption
coefficient was observed at low frequencies (less than
250 Hz) and with a peak value of 0.77 at 160 Hz. Also,
at 400 Hz a small peak was observed. What is signifi-
cant in this graph is the acceptable absorption coeffi-
cient at low frequencies, which can be very important
due to the low porosity of the absorbers in these areas.
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Fig. 7. Comparison of absorption coefficient in all studied shapes.

Fig. 8. Statistical absorption coefficient by the experimental method (shape C).

4.3. Comparison of the results of statistical
absorption coefficient in FEM and experimental

method

A comparison of the statistical absorption co-
efficient with experimental and numerical methods

Fig. 9. Comparison of the statistical absorption coefficient with experimental and numerical methods.

(Fig. 9) indicated the acceptable agreement of both
methods in estimating this quantity. If the mismatch
of the results at the frequency of 400 Hz is ignored,
the absorption pattern is the same in both methods,
and the numerical method simulated the results with
acceptable accuracy. At some points, the experimental
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absorption coefficient was higher than the value esti-
mated by the numerical method, and the reasons are
elaborated further.

5. Discussion

This study investigated the surface shape factor
and its effect on the absorption performance of perfo-
rated panels. Initially, three simple shapes were defined
as numerical tools in the software environment for the
reasons mentioned, and with the same structural prop-
erties for these shapes, their absorption performance
was compared to that of the flat shape. The results
showed that the absorption performance increased at
the mid and high frequencies, at least for the defined
shapes. Also, at least in one of the shapes (C), there
was a noticeable difference in the absorption coefficient
at low frequencies, in addition to the high frequencies.
In this study, the desired shape was constructed in
10 m2 according to ISO 354 (2003) standard and its
statistical absorption coefficient was measured in the
reverberation chamber. Simultaneously, this quantity
was simulated numerically.

Initially, these two issues should be explained:

– Why does the highest amount of absorption coef-
ficient for all types of perforated absorbers occur
at frequencies above 800 Hz?

With sound waves colliding with a hard and inflexible
obstacle, the velocity of the particles will reach a maxi-
mum between a quarter and a third of the sound wave-
length. If the absorber thickness is less than a quarter
of the sound wavelength, its effect on absorption di-
minishes. This is the reason for acceptable absorption
in the high-frequency spectrum using a thin absorber.
As the shaping of the plates creates areas with vari-
able heights, the maximum heights would lie within
the range of 1/4 of the wavelength or close to this
range, and therefore, better absorption is observed at
higher frequencies compared to lower frequencies. The
absorber depth must be very high to cover the range
of 1/4 wavelength. In this regard, Wang et al. (2019)
found that the absorption performance of a perforated
wavy surface can be different from that of a flat per-
forated plate when the sound wavelength is less than
the depth of air behind the perforated plate.

– Why did the absorption coefficient peak in Fig. 5
occur at 240 Hz for all types of perforated ab-
sorbers (three designs: A, B, and C)?

Different modes were tested to ensure no error in the
numerical model, including the mesh size, mesh geom-
etry, and different boundary conditions. In the present
study, the rigid boundary condition was used for the
chamber walls behind the perforated plate. This means
that the chambers with an area of 100× 100 cm2 were
separate from each other and might be subjected to the
resonance phenomenon due to the dimensions at some

frequencies. In the next step, the periodic boundary
condition was considered instead of the rigid condition,
with the periodic boundary condition signifying that
the entire absorber area was continuous and not sepa-
rated by hard walls. As a result, the shape area would
be different from the previous state, and consequently,
the resonance frequency would be different. Thus, the
peaks of 240 Hz were eliminated with this change. Ac-
cording to the above reasons, it can be concluded that
the presence of peaks at a frequency of 240 Hz was
not due to a computational error, as these peaks dis-
appeared by changing the boundary conditions. Also,
the peaks related to the frequency of 240 Hz could be
related to the resonance of the volume of the chamber
behind the perforated plate.

In resonance absorbers, the air gap actually plays
the spring role, whose value is controlled by the depth
measure. Sound absorption in perforated panels is in-
fluenced by the resonance of the volume of vibrating
air in the orifice and backspace. The change in the ge-
ometric configuration of the backspace can effectively
alter the mass-spring coupling between the chamber
and the perforated panel (Wang et al., 2010). Also,
the results of the study conducted by Lee and Lee
(2007) on a flexible micro-perforated panel show this
can be done by adjusting the curvature of the panel
and thereby bringing the resonance frequencies closer
to each other, the overall value of absorption coeffi-
cient increased. In irregular chambers, the real part of
impedance contains not only the resistance of the per-
forated panel itself but also the acoustic energy trans-
mitted from the chamber.

Further, the acoustic energy transmitted from these
chambers has a different shape relative to the regular
shape of the back chamber, which in turn, is closely
related to the distortion of the shape of the acoustic
modes in non-uniform chambers. In response to these
changes, the resistance is not uniformly distributed
on the surface of the perforated panel, and it alters
the pattern of absorption. The perforated panels with
a non-uniform back chamber have also been considered
with multiple absorption features. The local absorption
properties in non-uniform chambers are attributed to
the variable impedance conditions. In this regard, we
can refer to a study by Wang et al. (2010) by cre-
ating a trapezoidal chamber on the back of the micro-
perforated panel and comparing it to the usual (rectan-
gular) shape of the back of the micro-perforated panel.
The authors concluded that the shape of the back
chamber was very effective in the performance of the
perforated absorbers and it made a significant differ-
ence to the efficiency of these types of absorbers. This
improves the absorption performance and widens the
absorption range. A number of researchers partitioned
the backspace of a micro-perforated panel in the form
of a honeycomb. The results showed that the unusual
shape of the backspace increases the coupling between
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the acoustic modes in the back chamber thus enhanc-
ing the absorption band (Sakagami et al. 2010; Yang,
Cheng, 2016). These studies, in many ways, confirm
the results of this study. Typically, in absorbers, sev-
eral energy loss paths occur at the same time, such as
reflection at the boundaries, deviation due to different
speeds of sound propagation in separate materials, and
air friction on the walls (Kulhavý et al., 2018). When
the soundwave hits a very flat surface on a plate, it will
be reflected at the same angle. When the flat surface
changes, i.e., it becomes shaped or angled, a part of the
energy is propagated in a direction other than the re-
flection angle. This propagation and dispersion of the
reflecting wave in different directions is called diffu-
sion. Any non-flat surface can be considered a diffuser
(Schroeder, 1975; 1979). The reflection mode or, in
other words, the wave propagation in the back and
front of the plate, depends entirely on the shape of the
plate. One of the limitations of this study was a failure
to deal with the contribution of each of these phenom-
ena in changing the absorption pattern, yet definitely
the complexity and interdependence of these factors
have contributed to this.

In the remainder of this discussion, the phase dif-
ference caused by the discrepancy in the path length
traveled by the waves entering the chamber behind the
plate can also be investigated. The incident waves move
a pressure wave to the bottom of the chamber, which is
reflected upward after colliding with the bottom of the
chamber. Considering the varying lengths of the trav-
eled path in irregularly shaped chambers, phase differ-
ence occurs in these waves in the return path relative
to each other. Whether these changes contribute to or
attenuate the absorption is a complex phenomenon for
which all factors should be examined. Nevertheless, it
can be safely assumed that it changes the absorption
pattern, which may also be associated with some of
the changes in absorption curves. Also, the non-flatness
of the perforated panel as the absorption surface means
that the angle of the sound wave changes; obviously,
the absorption coefficient depends on the angle of the
radiation wave (Maa, 1998).

Changing the angle of the radiation wave can both
support the absorption and reduce the absorption co-
efficient. Nevertheless, it is clear that when the surface
is angled, the incident angle of the sound wave with
the surface changes relative to its usual state. It may
be argued that this would also contribute to the ab-
sorption in the shapes defined in this study.

The results of the statistical absorption coefficient
in Fig. 8 show that the highest absorption rate was
obtained at the low frequency of 160 Hz. Wave physics
and the length of wavelength in this frequency region
often render porous and fibrous absorbers ineffective
in this area, and obtaining acceptable absorption coef-
ficients in this region requires great weight constraints
and thickness of these materials.

The most important advantage of resonance ab-
sorbers is the adjustable properties of these absorbers.
Such a result is undoubtedly attributable to factors
affecting the performance of perforated absorbers, in-
cluding orifice diar, perforation percentage, backplate
depth, and panel geometry as well as configuration.
The results showed that the shape of the surface, and
thus, the variable height behind the perforated panel
have been effective for the reasons mentioned above.
Considering the limitations of this study, we were not
able to test the flat specimen with the structural prop-
erties of the specimen in the reverberation chamber.
On the other hand, in the numerical environment, the
laboratory test conditions were simulated and com-
pared with the results of the reverberation chamber.
The results revealed that the agreement between the
two methods is acceptable, especially at low frequen-
cies. The absorption coefficient in the experimental
method was higher in most frequency spectra. Several
mechanisms are effective in increasing the absorption
coefficient in the experimental method, such as absorp-
tion by the frame around the sample. In the numeri-
cal method, only the surface of the absorber is com-
puted in the calculations of the absorption coefficient,
but this is inevitable in the reverberation chamber and
there is a little extra absorption surface compared to
the numerical conditions.

In addition, the vibration of the perforated panel
and the edge effect can be mentioned. The effect of the
edges is indeed the phenomenon of diffraction or sound
wave refraction on the sample edges. The edge diffrac-
tion causes excess amounts of acoustic energy to enter
into the perforated chamber, i.e., the absorption panel
area is greater than the calculated value. Nevertheless,
in most parts of Fig. 8, there is a good agreement be-
tween the two methods despite the differences. For ex-
ample, at the frequency of 400 Hz, the absorption rate
in the numerical method is higher than in the experi-
mental method. Of course, despite the high precision of
the pieces, there may be differences in some properties
that are unavoidable in experimental methods.

6. Conclusion

In this study, three shapes were defined for the per-
forated panel, and their absorption performance was
compared to the usual shape of the perforated ab-
sorbers at frequencies of 1–2000 Hz based on the nu-
merical finite element method. According to the results
obtained in this study, it can be stated that:

1) Sound absorption in perforated panels is influ-
enced by the resonance of the volume of vibrat-
ing air in the orifices and backspace. The change
in the geometric configuration of the backspace
can effectively change the vibro-acoustic coupling
between the chamber and the perforated panel,
which in turn, changes the absorption pattern.
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2) Chambers with unusual shapes have multiple and
local absorptions due to their geometry. The lo-
cal absorption properties in non-uniform cham-
bers are attributed to the variable impedance con-
ditions.

3) The way the wave reflects in the back and front of
the plate depends entirely on the plate shape. In
this study, the defined shapes changed the reflec-
tion of the waves as part of the energy dissipation
path. The plate shape also caused the phase dif-
ference of the waves in the chamber due to the
difference in path travel, affecting the efficiency of
the absorbers.

4) In this study, only three shapes were examined
where the selection of shapes was not scientifically
based, and only their simplicity, constructability
and applicability were considered. Also, the con-
tribution of each phenomenon to energy dissipa-
tion was not estimated, so another study is re-
quired to cover these limitations.

5) The results of the absorption coefficient showed
that the major absorption in this type of absorber
occurred at low frequencies (160 Hz), which can
be very important due to the low porosity of the
absorbers in these areas.

6) There was an acceptable agreement on the sta-
tistical absorption coefficient between the numer-
ical and experimental methods. It can be stated
that the use of numerical methods such as finite
element to predict the acoustic properties of dif-
ferent media, both in terms of speed of work and
economic issues, can be very helpful.
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The acoustic effect of windows installed in a prefabricated wood frame façade was considered. Windows
inserted into a lightweight wall modify its structural scheme. The research aimed to investigate the possible
interaction of the façade’s main components and their actual contribution to the total sound insulation. The
principal research question involved the prediction of the acoustic performance of the complete prefabricated
panel from the performance of its basic elements, an opaque part and windows. As the frequency-dependent
characteristics of the elements differ substantially, the use of single number values for prediction and accuracy
was of particular interest. The study is based on laboratory measurements. Initially, two full-scale samples of an
opaque wall and four windows were tested separately. Then, several variants of the façade consisting of various
combinations of these elements were examined. The results of measurements were juxtaposed and compared
with calculated values. The frequency-dependent experimental results were fairly consistent with calculations.
The estimations based on single number quantities were also in good agreement with measurements. Thus, it
may be concluded that the façade elements did not interact significantly, and the single number calculations
give reliable results that can be used in practice.
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1. Introduction

The marked trend of lightweight, prefabricated res-
idential buildings is evidently growing, so panelised
and modular homes have become increasingly popu-
lar. The frame structure is beneficial in respect to con-
struction, building physics, and energy conservation.
Besides, these buildings are widely perceived as con-
sistent with the sustainable development concept and
providing good indoor environment quality (Šujanová
et al., 2019; Liebl et al., 2013). In this context, the
acoustic performance of the façade is of primary impor-
tance particularly in the case of multi-storey dwellings
situated in noisy areas. The review of the literature
concerning acoustic properties of lightweight timber
buildings, however, showed that the sound insulation
of their envelope was rarely investigated and the ma-
jor contribution was from analytical studies (Caniato
et al., 2017). For prefabricated buildings, the façade
panel, consisting of different components, becomes a fi-
nal product placed on the market. The acoustic perfor-
mance should then be determined for the entire panel,

especially with regard to the vision of an open building
system and open manufacturing (Nurzyński, 2007).
Testing each possible combination of the opaque part
and windows, however, seems impractical. Generally,
the acoustic performance of a complex partition may
be estimated from the performance of its elements.
The formula for total sound insulation applies well
to traditional massive buildings, but the structure of
lightweight façade is very different. In acoustic terms,
the components may interact making the estimations
inadequate or imprecise.

The sound insulation of a window is usually deter-
mined empirically in the laboratory for a specific pro-
duct of a specific type and dimensions, consisting
of a strictly defined frame, the glazing, and seal-
ing system. Extensive data based on laboratory mea-
surements already exist for numerous products and
may be used for the prediction of total sound in-
sulation of a complete façade. The window, how-
ever, when tested in the laboratory is installed in
a heavy massive partition so the mounting (edge) con-
ditions differ considerably from the practical assem-
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bly in a lightweight façade, which may influence the
results (Utley, Fletcher, 1969). Theoretical mod-
els, on the other hand, that may be used for calcu-
lating the sound insulation of windows, concentrate
basically on the glazing (Quirt, 1982; 1983). In fact,
other components of the window, mainly the frame and
sealing also play an important role in the entire sys-
tem performance. As the components mutually inter-
act (Nurzyński, 2020), the results of simplified calcu-
lations usually differ significantly from the experimen-
tal data (Tadeu, Mateus, 2001).

The acoustic performance of the opaque wall, in
turn, depends on its main structure (Bradley, Birta,
2001; Davy et al., 2019) but also largely on various
details, dividers, and connections (Quirt et al., 1992;
Ljunggren, Ågren, 2011). The installation of a win-
dow modifies the structural scheme of the wall as the
studs, faces, and other elements are partly removed.
Finding any experimental research work focused on the
acoustic effect of these modifications or numerical sim-
ulations, however, is really difficult (Caniato, 2020).
Articles on the façade sound insulation mostly con-
cern field measurements (Kim, Kim, 2007; Buratti
et al., 2014), the reduction of external noise annoy-
ance (Ryu, Song, 2019; Amundsen et al., 2011) and
the low-frequency behaviour (Keränen et al., 2019;
Scrosati et al., 2016).

The paper concentrates on the sound insulation of
lightweight prefabricated façades and, in particular,
the acoustic effect of windows installed in the opaque
element. The basic research question concerned the
possibility of predicting the acoustic performance of
a complete panel based on the performance of basic
components. As the frequency-dependent characteris-
tics of an opaque element and a window differ sub-
stantially, the use of single number values for predic-
tion and accuracy was of particular interest. Two sam-
ples of an opaque wall and four windows were tested
separately in the laboratory. Then, complete façades
composed of these elements were examined. Finally,
the empirical sound insulation of the entire panels was
juxtaposed and compared with the results of estima-
tions.

Basic terms and symbols used in the article: Rw is
the weighted sound reduction index [dB]; C is the spec-
trum adaptation term corresponding to spectrum no. 1
(ISO 717-1:2020, 2020) [dB]; Ctr is the spectrum adap-
tation term corresponding to spectrum no. 2 (ISO 717-
1:2020, 2020) [dB]; fc is the coincidence frequency [Hz].

2. Samples and materials

2.1. Opaque elements

The acoustic performance of the opaque part de-
pends on its basic structure, details, and additional lay-
ers, i.e., external thermal insulation and internal tech-

nical cladding (Di Bella et al., 2014). Two samples of
the wall, 4220× 2760 mm, with the same basic struc-
ture and internal cladding but different thermal insu-
lation were considered. The basic wall was supported
with a frame constructed of wood studs, 180× 60 mm,
spaced at 600 mm, firmly secured on a perimeter fram-
ing. Faces, made of fire-resistant 12.5 mm plaster-
boards, were screwed on both sides to the studs. The
plenum inside was filled with mineral wool. The techni-
cal cladding was made of 12.5 mm plasterboards sup-
ported with wooden battens (studs), 50× 60 mm, fas-
tened rigidly to the main frame. The plenum was filled
with 50 mm of mineral wool (Fig. 1). Technical data
on facing boards is presented in Table 1.

Technical 

cladding

Thermal

insulation

Basic wall

Fig. 1. Sample no. 1, façade with ETICS: 1) basic wall;
2) mineral wool 100 mm (lamella boards); 3) rendering;

4) studs; 5) boarding; 6) mineral wool 50 mm.

Table 1. Technical data on facing boards.

Board
Thickness

[mm]

Density

[kg/m3]

Surface mass

[kg/m2]

Fire-resistant

plasterboard
12.5 810 10.1

Fibre-cement

board
8 1925 15.4

The first sample was equipped with an external
thermal insulation composite system (ETICS), which
in general reduces sound insulation in a certain fre-
quency range due to the mass-spring-mass resonance
(Weber, 2003; Santoni et al., 2017). Several typ-
ical lightweight walls with ETICS made of mineral
wool (MW) and expanded polystyrene (EPS), 100 mm
and 120 mm thick, were initially examined to select the
sample for further investigations. The results are pre-
sented in Fig. 2. The sound insulation characteristics
were quite similar despite the different wall structures
and various dynamic stiffness of the insulation. The
values of the Rw + Ctr index were within the range of
41–43 dB (Nurzyński, 2022). The wall with ETICS
consisted of 100 mm of mineral wool (lamella boards)
and a thin rendering was finally selected as fairly rep-
resentative of the wide range of lightweight façades of
such a type (Fig. 1).
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Fig. 2. Sound insulation of lightweight frame façades
with ETICS, Rw +Ctr = 41–43 dB.

The second sample consisted of the same basic wall
and had the same technical cladding but different ther-
mal insulation. This was supported by a grid made
of timber battens providing 30 mm ventilating cavity
(Fig. 3). The cavity was opened by making two 30 mm
slots in the external fibre-cement boarding along the
bottom and upper edges of the test opening. Thermal
insulation of such a type provides significantly better
sound insulation and is recommended in the case of
higher levels of outdoor noise.

600

Technical 

cladding

Thermal

insulation

Basic wall

5
0

2
0

5
5

0
5

0
3

0
8

1 4 7

12 3 46 5

Fig. 3. Sample no. 2, façade with thermal insulation with
a venting cavity: 1) studs; 2) horizontal battens; 3) verti-
cal grid; 4) mineral wool 50 mm; 5) venting cavity 30 mm;

6) fibre-cement board 8 mm; 7) plasterboard 12.5 mm.

2.2. Windows

Four single-wing PVC windows, 1230× 1480 mm,
were tested individually in the laboratory. The win-
dows were of the same system and manufacturer, had
the same dimensions but different glazing. Single- and
double-chamber insulated glass units (IGU) were used,
respectively:

– Window A: double chamber IGU 4/16/4/16/4;

– Window B: double chamber IGU 10/12/4/12/6;

– Window C: double chamber IGU 44.1Si/12/4/12/
44.1Si;

– Window D: single chamber IGU 66.2Si/24/86.2Si.

The glass units consisted of monolithic panes, 4, 6,
and 10 mm thick, and laminated glass, 44.1Si, 66.2Si,
86.2Si, composed of two panes bonded with one or
two layers of PVB ductile film (e.g., 66.2Si means two
6 mm panels bonded with two layers of laminate). The
distance between panels in the unit was 12, 16, and
24 mm, respectively (see the denotation of samples).

2.3. Façades

The windows were installed successively in the
opening made in the examined opaque element, and
the installation was in accordance with field practice
(Fig. 4). The openings were cut out in the elements af-
ter completing the first series of sound insulation mea-
surements. The arrangement was representative for
small rooms of about 12 m2 of floor area (bedrooms).

Fig. 4. Sample of the façade installed in the laboratory.

3. Testing methods

The samples of the façade were tested in a faci-
lity consisting of two reverberant rooms of irregular
shape so that the opposite surfaces were not paral-
lel. The volume of the sending and receiving rooms
was 100 m3 and 93 m3, respectively. In order to sup-
press flanking transmission, the rooms were separated
by an acoustic break. Additionally, a sound insulat-
ing lining was applied on the walls and ceiling in the
receiving room. The samples were installed in accor-
dance with ISO standard (ISO 10140-2:2021, 2021),
and the external face of the wall was on the sending
room side. The windows were tested in another facil-
ity consisting of two smaller reverberant rooms, 88 m3

and 52 m3 for the sending and receiving rooms, respec-
tively. The rooms were separated by an acoustic break,
and a sound insulating lining was applied in the re-
ceiving room. The windows were installed in a double,
massive filler wall constructed of calcium silicate blocks
250 mm + 200 mm, separated with vibration brake
filled with mineral wool. The windows were fastened
in the opening and sealed on the perimeter. The facili-
ties, measurement procedures and the equipment com-
plied with the requirements of respective ISO standard
(ISO 10140-4:2021, 2021). A dual channel analyser and
rotating microphones were used for the measurements.
Average sound pressure levels in 1/3 octave bands were
measured in the source and receiving rooms, and inte-
grated over time and space.
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4. Results of measurements and discussion

4.1. Windows

The windows were tested successively in the test
opening provided in the heavy filler wall between both
rooms of the laboratory. The values of the Rw+Ctr in-
dex ranged from 31 dB to 45 dB with an average step
of 5 dB (Table 2). This covers a comprehensive perfor-
mance spectrum of commonly used windows equipped
with typical insulated glass units (Miskinis et al.,
2015). The frequency-dependent characteristics were
very different due to the IGU structure, the type of
panes, the mass per unit area and the distance be-
tween them (Fig. 5). The fundamental resonance of
the double (triple) glazing system and the coincidence
of single panels determined the shape of the sound in-
sulation plots.

Table 2. Sound insulation of windows
(single number values).

Window
Rw

[dB]

Rw +C

[dB]

Rw +Ctr

[dB]

A (4/16/4/16/4) 36 35 31

B (10/12/4/12/6) 40 39 36

C (44.1Si/12/4/12/44.1Si) 45 43 39

D (66.2Si/24/86.2Si) 47 47 45
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Fig. 5. Sound insulation of windows with different glazing,
results of measurements.

4.2. Opaque elements

Two samples of the opaque element were examined.
The measurements were taken in three different phases
of their construction, i.e., for the basic wall without any
insulating layers, with insulation but without exter-
nal finishing (i.e., without the rendering in the sample
no. 1 and the fibre-cement board in the sample no. 2),
and finally for the complete façades. The sound insu-
lation characteristics of the first sample are presented
in Fig. 6. The insulating layers applied to the basic
wall (without finishing) increased greatly the sound
insulation at middle and high frequencies. Due to low
frequency behaviour and whole structure resonance,
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Fig. 6. Sample no. 1. Sound insulation measured
in different phases of construction (model no. 1a

without rendering).

however, the single number value of Rw +Ctr did not
improve at all. This equals 40 dB with and without
insulation (Table 3). Implementation of the render-
ing, that is applying just the thin external finishing
of ETICS, slightly moved the mass-spring-mass reso-
nance towards low frequencies (Fig. 6) and, in effect,
the single number quantity increased by 2 dB.

Table 3. Sound insulation of opaque elements
(single number quantities).

Opaque element
Rw

[dB]

Rw +C

[dB]

Rw +Ctr

[dB]

Basic wall 44 43 40

Sample no. 1a

(without rendering)
47 44 40

Sample no. 1 50 47 42

Sample no. 2a

(without external face)
53 51 46

Sample no. 2 60 58 54

The thermal insulation system with a venting cav-
ity applied in the second sample was significantly more
effective, particularly at low and middle frequencies
(Fig. 7). The application of a bare insulation made
of mineral wool was highly beneficial only at middle
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Fig. 7. Sample no. 2. Sound insulation measured
in different phases of construction (model no. 2a

without external faces).
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and high frequencies, while the fibre-cement faces im-
proved sound insulation considerably in the range of
100–630 Hz. Surprisingly, however, a pronounced low-
ering was observed in the range of 800–2500 Hz, where
the sound insulation of the complete façade is quite the
same as that of the façade without external finishing
made of fibre-cement boards. This was probably caused
by the ventilating slots made in the faces that opened
the cavity along the upper and lower edges of the
façade. The Rw +Ctr index without external faces was
46 dB, whereas for the complete façade it was 54 dB
(Table 3). The coincidence effect of a fibre-cement
board, 8 mm thick, was observed in the high frequency
range (theoretically calculated fc = 5200 Hz), whereas
low frequency behaviour was determined by the fun-
damental resonance of the basic wall (Fig. 7). The
examined samples of opaque elements are fairly rep-
resentative of a comprehensive range of lightweight ex-
ternal walls used in real life in prefabricated residential
buildings.

4.3. Complete façades

The frequency-dependent characteristics of win-
dows and opaque elements tested separately were very
different (Figs. 5–7). This means that both components
contribute to the total sound insulation of the entire
façade in different ways. The measurement results for
sample no. 1 examined in various wall–window con-
figurations are shown in Fig. 8. Generally, the win-
dow determined the total sound insulation at middle
and high frequencies. In the range beneath 800 Hz, the
characteristics of sample 1B, 1C, 1D (with windows)
were practically the same as for the stand-alone opaque
part of the façade. However, the differences observed
above 800 Hz did not significantly influence the single
number quantities; the values of the Rw + Ctr index
gained 41–42 dB regardless of the window’s presence
and the type of glazing (Table 4). Thus, the final ef-
fect expressed in terms of Rw +Ctr was approximately
the same, which clearly indicates the need for optimi-
sation in the façade designing process.
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Fig. 8. Sample no. 1. Total sound insulation of complete
façade with different windows.

Table 4. Total sound insulation of complete façades
with different windows (single number quantities).

Sample no.
Rw

[dB]

Rw +C

[dB]

Rw +Ctr

[dB]

1 50 47 42

1A 43 42 37

1B 46 44 41

1C 49 46 41

1D 49 47 42

2 60 58 54

2A 44 43 39

2B 48 47 44

2C 52 50 46

2D 52 51 48

The result obtained for the modified variant 1C
without internal technical cladding (1Cx) is interest-
ing as the removal of the cladding practically had no
acoustic effect (Fig. 8). This confirms that such a sup-
plementary layer, when rigidly fastened to the main
structure of the lightweight frame wall, does not im-
prove its sound insulation (Nurzyński, 2022). The
arrangement 1A had a window of lower sound insu-
lation and, consequently, lowering in total sound in-
sulation may be observed nearly across the entire fre-
quency range (Fig. 8). The value of the Rw +Ctr index
dropped by 5 dB in comparison with the standalone
opaque element.

The acoustic performance of the second sample was
utterly determined by windows. Subsequent to their
assembling, the total sound insulation decreased dra-
matically in almost the entire frequency range (Fig. 9).
It is interesting, however, that the installation of win-
dows brought about some slight improvements at low
frequencies. The Rw + Ctr index of samples 2B, 2C,
and 2D dropped by 6–10 dB compared to the stand-
alone opaque element. The differences between sub-
sequent samples were relatively small, measuring just
2 dB (Table 4). The use of the window A seems im-
practical, as in this case the index dropped by 15 dB.
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The differences between single number quantities
for respective variants of both samples, with a dif-
ferent opaque part but the same window, are pre-
sented in Table 5. The results confirm the need for
façade optimisation, as the use of a highly insulated
opaque element had rather limited effects compared to
a wall equipped with common ETICS. The optimal
wall–window configuration should be determined in
reference to local requirements (Rasmussen, Rindel,
2010; Rasmussen, 2010), while the development of
a uniform acoustic categorisation for the whole prefa-
bricated panels would be helpful for designers, manu-
facturers, and other stakeholders referring to existing
acoustic classification schemes for residential buildings
(Nurzyński, 2007; Casini et al., 2016).

Table 5. Differences in single number values for respective
variants of both samples.

Variant no.
∆Rw

[dB]

∆(Rw +C)

[dB]

∆(Rw +Ctr)

[dB]

2A–1A 1 1 2

2B–1B 2 3 3

2C–1C 3 4 5

2D–1D 3 4 6

5. Estimations versus empirical results

Empirical sound insulation of the façade elements,
opaque parts, and windows, was used for calculating
total sound insulation of the complete façade:

Rtot = −10 log( n

∑
i=1

Si

S
10−0.1Ri) , (1)
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Fig. 10. Total sound insulation of complete façades with different windows:
comparison of experimental and calculated values.

where Rtot is the total sound insulation of the complete
façade [dB], S is the total area of the façade [m2], Ri is
the sound insulation of part i of the façade [dB],
Si is the area of a part i of the façade [m2].

The results of calculations were fairly consistent
with the experimental values for practically the entire
frequency range (Fig. 10). This consistency is some-
what surprising, especially as the opaque elements and
windows were tested in two distinctly different test fa-
cilities.

The estimations based directly on single number
quantities were also in good agreement with the re-
sults of measurements. The calculated values rounded
to an integer; in almost all cases, they were the same as
measured. The sample 2D, however, formed an excep-
tion, as the calculated indices were higher by 2–3 dB.
This was probably caused by window assembly failures
that brought about tiny cracks locally decreasing the
airtightness of the system. Some interaction between
the wall and the window, however, can also be a rea-
son for this discrepancy.

6. Conclusions

The acoustic effect of windows installed in
lightweight frame façades was examined. The study
investigated the acoustic interaction of façade compo-
nents and aimed to verify whether the formula for the
total sound insulation of a complex partition is applica-
ble in this case. The frequency-dependent experimental
results for the entire façade panels were fairly consis-
tent with calculated values. The estimations based on
single number quantities were also in good agreement
with measurements. Thus, it may be concluded that
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the façade elements did not interact significantly and
that the single number calculations give reliable re-
sults that can be used in practice. This conclusion pro-
vide directions for the further work on the assessment
of prefabricated frame buildings and may be useful
while optimising their acoustic performance. The de-
velopment of an acoustic categorisation and the mark-
ing scheme for prefabricated façade panels considered
as final building products would be a helpful tool for
manufacturers and designers.

The windows and opaque elements influenced total
sound insulation in a different frequency range. The
installation of windows B, C, and D in the opaque
wall with ETICS (sample no. 1) reduced sound insula-
tion considerably in the high frequency bands, mostly
above 800 Hz. Due to low and medium frequency be-
haviour, however, the single number values of Rw+Ctr

were practically the same. The acoustic performance
of the second sample was utterly determined by win-
dows. Surprisingly, however, their installation brought
about some improvements at low frequencies. The re-
moval of the technical cladding in the sample no. 1 had
practically no acoustic effect, which confirms that such
a supplementary layer, when rigidly fastened to the
main structure of a lightweight frame wall, does not im-
prove sound insulation. These observations and conclu-
sions may be useful for designers and engineers work-
ing on external wall structures. Future research should
be focused on the acoustic effect of another technical
elements installed in façade panels such as slot ven-
tilators, shutter boxes, air transfer devices, electrical
raceways, etc.
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1. Introduction

Infrasound (generally less than 20 Hz) is a low-fre-
quency sound produced by natural and anthropogenic
events. The frequency of infrasound signals typically is
under 20 Hz (Gi, Brown, 2017; McKee et al., 2018).
Although it cannot be heard by the human auditory
system, it widely exists in the world around us. Infra-
sound can be produced by natural events such as earth-
quakes, tsunamis, mudslides, tornadoes, and volcano
eruptions (Liu et al., 2021). Human induced events
such as missile launches, ship navigation, and nuclear
explosions can produce infrasound (Zhao et al., 2021).
Infrasound is low frequency, long wavelength sound
wave, accessible to diffraction, and not easily absorbed
by the medium (Mayer et al., 2020; Cárdenas-Peña
et al., 2013; Cannata et al., 2011). Therefore, infra-
sound can be employed in natural disaster monitoring.

Some scholars study infrasound signal classification
algorithms and apply them to monitor infrasound sig-
nals. Thüring et al. (2015) classified the infrasound
data from the avalanche control site near Lavin in the
Swiss Alps via SVM. The false detection rate was re-
duced from 65% to 10%, and the classification perfor-
mance was significantly improved. Reliable help was

provided for establishing the automatic detection sys-
tem of infrasound avalanche (Iezzi et al., 2019). Tsy-
bul’skaya et al. (2012) classified atmospheric infra-
sonic signals based on the theory of testing statisti-
cal hypotheses. HAM et al. (2008) used radial basis
function (RBF) network as the subnetworks of paral-
lel neural network classifier bank to classify six dif-
ferent infrasound events. The classification accuracy
reached more than 93%. Through data mining classi-
fication algorithms, the feature extraction can be con-
ducted on the signal to achieve a better classification.
Liu et al. (2014) used three types of feature extraction
techniques (spectral entropy, discrete wavelet transfor-
mation (DWT), and Hilbert-Huang transform (HHT))
to extract the feature vector of four types of infrasound
signals. The signal feature was extracted by back prop-
agation neural network and SVM for classification. As
a result, SVM has a greater classification accuracy
(Li et al., 2016). However, these methods do not sep-
arate the signal from the noise, which may limit their
accuracy.

This research provides an approach for monitoring
infrasound signal. The proposed technique first applies
a blind source separation (BSS) method based on ICA
to extract useful signals from mixed infrasound sig-
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nals. Then fast Fourier transform (FFT) is carried out
for feature extraction. Finally, SVM is utilized to clas-
sify the infrasound signals based on the retrieved fea-
tures. The infrasound signal experiment is conducted
to validate the superiority of our proposed technique. It
provides a practical mechanism for real-time monitor-
ing and analysis of infrasound signals (Chernogor,
Shevelev, 2018).

The remainder of this work is organized as follows.
The methodologies and algorithms used in this paper
are briefly discussed in Sec. 2. In Sec. 3, the perfor-
mance of the proposed approach is compared in an
experiment. Section 4 shows the experimental results
through the analysis of different methods. Finally, con-
clusions are drawn in Sec. 5.

2. Methods

2.1. Source signal extraction based on independent
component analysis

BSS is a well-known concept for separating mixed
signals (Sastry et al., 2021). The word “blind” refers
to the fact that source signals can be separated even
if little information about them is available (Mika,
Kleczkowski, 2011). One of the most widely-used
examples of BSS is to separate voice signals of peo-
ple speaking at the same time. This is called the cock-
tail party problem. This problem aims to detect or
extract the sound with a single object even though dif-
ferent sounds in the environment are superimposed on
another (Mika, Kleczkowski, 2011). Independent
component analysis (ICA) is an analysis method of
high-order statistics. It can separate a non-Gaussian
characteristic component from mixed signals (Qian
et al., 2019). Besides, ICA can remove the aliasing
noise from signals without destroying the details. ICA
has been applied in many fields and is one of the most
powerful tools for data analysis.

As shown in Fig. 1, presenting a linear model of
ICA, let x1, x2, ..., xn be an n-dimensional random ob-
servation mixed signal, which is a linear combination
of s1, s2, ..., sn. Each observation xi(t) is a sample of
the random variable. Let the mixed random variables
and independent sources have zero mean. The model
is defined in matrix form. Let X = (x1, x2, ..., xn)T
be an n-dimensional random observation vector and
S = (s1, s2, ..., sm)T be an m-dimensional unknown
source signal. Then the ICA can be expressed as:

X =AS =

m

∑
i=1

aisi, i = 1,2, ...,m. (1)

Mixed
matrix A

Demixing
matrixW

S(t) = {s1, s2, ..., sm} X(t) = {x1, x2, ..., xn} Y(t)

Source
signal

Observed
signal

Separation
signal

Fig. 1. Linear model of ICA.

Among them, si is the independent component, the
mixed matrix A = [a1, a2, ..., an] is a full rank ma-
trix, and ai is the base vector of the mixing matrix.
In Eq. (1), we can see that each observation data xi
is obtained by the independent source si with differ-
ent ai linear weighting. The independent source si is
an implicit variable. It cannot be directly measured.
The mixed matrix A is also an unknown matrix, so
the only available information is the observed random
vector X. Without any restriction to estimate S and A

from X, the solution of Eq. (1) must be multiple so-
lutions. However, according to the statistical charac-
teristics of X, ICA will give the unique solution of the
equation under certain constraints. The unique solu-
tion can extract independent components.

The unknown source signals are independent,
which is a fundamental basic assumption. As a result,
the probability density function can be written as:

p(s) = m

∏
i=1

pi(si), (2)

where p(s) represents the probability density func-
tion of the source signal, pi(si) signifies the indepen-
dent component’s probability density function (Mika,
Kleczkowski, 2011), s is the source signal, si stands
for the independent component, and m is chosen as
dimension.

The source signals are independent in the ICA
model (Mika, Kleczkowski, 2011). The independent
signals will have a non-Gaussian distribution. Non-
Gaussianity is measured by kurtosis. In order to sim-
plify the model, it is assumed that the unknown mix-
ing matrix A is a square matrix m = n. The purpose
of ICA is to find a transformation matrix. The linear
transformation X is used to obtain the n-dimensional
output vector:

Y =WX =WAS, (3)

where Y is the approximate signal of S, namely Y = Ŝ,
the initial weight vector for the unmixing matrix W is
arbitrary. However, due to A and S being unknown,
Y has two uncertainties (the uncertainty of amplitude
of separated signals and the uncertainty of order of sep-
arated signals). These uncertainties have no impact on
the outcome.

2.2. Fast Fourier transform

Cooley and Tukey (1965) skillfully used the pe-
riodicity and symmetry of the Wn factor to construct
a fast algorithm for discrete Fourier transform (DFT),
namely FFT. In the following decades, FFT was fur-
ther developed. At present, the radix-2 and split-radix
algorithms are commonly used.

When discussing the mathematical transformation
of images, we consider images as functions with two



Q. Lu et al. – Infrasound Signal Classification Based on ICA and SVM 193

variables x and y. First, the Fourier transformation of
a two-dimensional continuous function is introduced.
Let f(x, y) be a function of two independent variables

x and y. It satisfies

∞

∫
−∞

∞

∫
−∞

∣f(x, y)∣dxdy < 0.

F (u, v) = ∞

∫
−∞

∞

∫
−∞

f(x, y)e−j2δ(ux+vy) dxdy, (4)

where F (u, v) is the Fourier transform of f(x, y) and
f(x, y) is the inverse Fourier transform:

f(x, y) = ∞

∫
−∞

∞

∫
−∞

F (u, v)e−j2δ(ux+vy) dudv. (5)

The amplitude spectrum, phase spectrum and energy
spectrum of the Fourier transform are as follows:

∣F (u, v)∣ = [R2(u, v) + I2(u, v)]1/2, (6)

ϕ(u, v) = arctg [I(u, v)/R(u, v)] , (7)

E(u, v) = R2(u, v) + I2(u, v), (8)

where R(u, v) and I(u, v) represent the real part and
imaginary part of the Fourier transform, respectively.

2.3. Classification using SVM

Cortes and Vapnik (1995) proposed SVM, a pat-
tern recognition method developed based on statistical
theory. In order to get the best generalization ability,
SVM seeks the optimum balance between model com-
plexity and learning ability based on limited sample in-
formation (Amarnath, 2016). In the field of pattern
recognition, SVM is mainly employed to handle the
challenge of data classification. It demonstrates a num-
ber of distinct advantages in solving tiny samples, non-
linear pattern recognition, and high-dimensional pat-
tern recognition (Amarnath, 2016). SVM may be
used to solve a wide range of machine learning.

As shown in Fig. 2, the sample C1 is a posi-
tive sample, the sample C2 is a negative sample, and
a linear function g (x) = wTx + b is required to sepa-
rate C1 from C2. This is the case in two-dimensional
space, and in three-dimensional space to separate C1
from C2 a face is required, and in the n-dimensional
space an n-1-dimensional hyper-plane is required to be

Sample C1

Magin = 2/||w||

H1

H

H2

Sample C2

Fig. 2. SVM classification model.

separated. So, the separation of the hyperplane is ex-
pressed as:

g (xi) = ⟨wT , xi⟩ + b = 0. (9)

The geometric interval between H1 and H, H2 and
H is:

d = yi ⋅ (wTx + b) ⋅ 1∥w∥ . (10)

According to Eq. (10), it is necessary to find the
nearest point (support vector) of the distance hyper-
plane in the sample, optimize w and b, and maxi-
mize the distance from the support vector to the hyper
plane. It is a quadratic programming (QP):

min
1

2
∥w∥2

subject to yi [(wTxi) + b] − 1 ≥ 0 (i = 1,2, ..., n). (11)

According to the Lagrange multiplier method,
w can be expressed as:

w = α1x1y1 +α2x2y2 + ...+αnxnyn =
n

∑
i−1

(αixiyi), (12)

where ai represents Lagrange multiplier, xi represents
sample points, yi represents the category label of the
i-th sample, and n is the number of samples. In the for-
mula, only the sample point (support vector) belonging
to H1 and H2 is not equal to zero, and these non-zero
sample points only determine the classification func-
tion. Substituting Eq. (12) into Eq. (9) produces:

wTx + b = ( n

∑
i=1

αiyixi)T x + b = n

∑
i=1

αiyi ⟨xi, x⟩ + b, (13)

where ⟨xi, x⟩ is the Kernel function K ⟨xi, x⟩ of SVM.
The Kernel function can convert a sample from a low-
dimensional space to a high-dimensional space, allow-
ing it to be separated linearly (Amarnath, 2016). At
present, the choice of Kernel function mainly relies on
experience. However, because the RBF is preferable in
general, the RBF function is chosen as the Kernel func-
tion in this research (Chernogor, Shevelev, 2018):

K(x,xi) = exp⎛⎝−
∥x − x2i ∥2

σ2

⎞⎠ . (14)

3. Experiment

3.1. Data set and tool

The data used in this paper originates from the
International Monitoring System (IMS) with the help
of the Comprehensive Nuclear-Test-Ban Treaty Beijing
National Data Center (Liu et al., 2014). This study di-
vides infrasound incidents into three types. The data
is gathered from sex separate infrasound sensor ar-
rays located all around the world. This study uses 611
sets of data. The details of infrasound data collected
from various regions are shown in Table 1. Earthquake,
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Table 1. Infrasound data summary.

Event type
Data source

(IMS Station Code)
Geographic coordinate

Number

of signals
Total

Sampling frequency

[Hz]

I14CL (−33.65, −78.79) 74 20

Earthquake I30JP (35.31, 140.31) 124 203 20

I59US (19.59, −155.89) 6 20

I10CA (50.20, −96.03) 4 20

Tsunami
I22FR (−22.18, 166.85) 53

218
20

I30JP (35.31, 140.31) 113 20

I52GB (−7.38, 72.48) 66 20

Volcano I30JP (35.31, 140.31) 189 189 20

tsunami, and volcano eruption are the three types of
infrasound events (Li et al., 2016).

All 611 infrasound signal recordings have a sam-
pling frequency of 20 Hz. Figure 3 depicts the infra-
sound stations’ map.

Fig. 3. Map of the infrasound stations.

3.2. Experiment setup

Figure 4 depicts the various categorization model
frameworks, while Table 1 contains the data infor-
mation. Figure 4a shows that the infrasonic signal
is transformed by FFT. As a result, the feature ex-
traction obtains three types of feature vectors. Each
class is randomly divided into two groups: the train-
ing group and the testing group. The proportion of the
training group and the testing group is around two to
one. The SVM classification model is first trained by
the training group. The SVM classification model is
next tested by the testing group. Finally, the clas-
sification results and accuracy are given. In Fig. 4b
ICA is added to remove aliasing noise from the sig-
nal without destroying the details of the signal, and
then the separated signal is transformed by FFT. As
a result, feature extraction obtains three types of fea-
ture vectors. Each class is randomly divided into two

Original data ICA

SVM training

SVM
classification

Output
of results

KNN training

KNN
classification

Output
of results

FFT SVM training

SVM
classification

Output
of results

Original data

FFT

Original data ICA FFT

b)

a)

c)

Fig. 4. Classification model framework.

groups: the training group and the testing group. Data
from the training group outnumbers data from the test
group by around two to one. The K-nearest neighbor
(KNN) classification model is first trained by the train-
ing group. The KNN classification model is then tested
by the testing group. Finally, the classification results
and accuracy are given. In Fig. 4c ICA is added to
remove aliasing noise in the signal without destroying
the details of the signal, and then the separated signal
is transformed by FFT. As a result, feature extraction
obtains three types of feature vectors. Each class is ran-
domly divided into two groups: the training group and
the testing group. Data from the training group out-
numbers data from the test group by around two to
one. The SVM classification model is first trained by
the training group. The SVM classification model is
next tested by the testing group. Finally, the classifi-
cation results and accuracy are given.

3.3. Data preprocessing

The original plot of three infrasonic events is shown
in Fig. 5. In Fig. 5, we can see that it is difficult to sep-
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Fig. 5. Original plot of three infrasonic events.
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Fig. 6. Feature vectors extracted by FFT: a) feature vectors of earthquake; b) feature vectors of tsunami;
c) feature vectors of volcano eruption.

arate different infrasound signals. Therefore, we should
extract the feature vectors from the infrasound signal.
The feature vectors of three infrasonic events extracted
by FFT are presented in Fig. 6. Figure 7 shows the fea-
ture vectors of three infrasonic events based on ICA
and FFT.

SVM is a supervised classification algorithm. SVM
is trained by the training set to obtain the optimal
parameters. The final classification result of SVM is
obtained by the testing set. The training set data and
testing set data of SVM are presented in Table 2.
There are 611 infrasound signals, including earth-
quake, tsunami, and volcano eruption, collected from
six infrasound stations. The sampling frequency is
20 Hz. Due to the different lengths of infrasound sig-
nals obtained at each infrasound station, all signals
need to be truncated, and the data length used in all
tests is 1024 points.
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Fig. 7. Feature vectors extracted by ICA and FFT: a) feature vectors of an earthquake; b) feature vectors of a tsunami;
c) feature vectors of a volcano eruption.

Table 2. Infrasound classes used for training and testing.

Event type Class number Number of vectors
Number of vectors used

for training

Number of vectors used

for testing

Earthquake 1 204 136 68

Tsunami 2 218 146 72

Volcano 3 189 126 63

Total – 611 408 203

3.4. Experiment results and discussion

As shown in Fig. 6, the feature vectors of three in-
frasound events have some similarities. However, there
are some differences between them and can be used
for infrasound signal classification. Figure 7 shows that
the distinction of the feature vectors among different

classes is obvious, and the amplitude of the eigenvalues
is large. The results show that the proposed methods
can extract feature vectors.

The final classification results are shown in Figs. 8
and 9. In these figures, the anticipated label is re-
presented by the abscissa, whereas the true label is
depicted by the ordinate.
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Fig. 9. Confusion matrix of ICA+FFT+KNN classification
results.

The confusion matrix of infrasound classification
using FFT+SVM is shown in Fig. 8a. The classifi-
cation accuracy of the three infrasound events is
84.73%. In the classification result of an earthquake by
FFT+SVM, five earthquake feature vectors are mis-
takenly identified as tsunami vectors, and six earth-
quake feature vectors are mistakenly identified as vol-
cano vectors. In the classification result of a tsunami by
FFT+SVM, five tsunami feature vectors are mistak-
enly identified as earthquake feature vectors, and fif-
teen tsunami feature vectors are mistakenly identified
as volcano feature vectors. Some events are misclassi-
fied due to similar characteristics.

The confusion matrix of infrasound classification
using ICA+FFT+SVM is depicted in Fig. 8b. The
classification accuracy of the three infrasound events
is 98.52%, according to the results. In the classifica-
tion result of an earthquake by ICA+FFT+SVM,
one earthquake feature vector is mistakenly identified
as a volcano feature vector. In the classification result of
a tsunami by ICA+FFT+SVM, one tsunami feature
vector is mistakenly identified as an earthquake featu-
re vector, and one tsunami feature vector is mistakenly
identified as a volcano feature vector. Some events are
misclassified due to similar characteristics.

To compare SVM with other methods, we use the
ICA+FFT to extract feature vectors from the same
data and then use KNN to classify it, as shown in Fig. 9.
A comparative test is utilized to verify the efficiency
of the proposed method. Compared with FFT+SVM,
the classification accuracy of ICA+FFT+SVM in-
creases by 14% and obtains excellent operating speed,
as shown in Table 3. This table shows that the clas-
sification result of ICA+FFT+SVM is better than
ICA+FFT+KNN, which increases by 2% in accuracy
and decreases by 1.5 s in run time. This suggests the
SVM method is more suitable for classifying the re-
duced dimension data by ICA.

Table 3. Comparison results of infrasound signal
classification.

Classification scheme
Classification

accuracy

Run time

[s]

FFT combined

with SVM
84.73 5.368

ICA and FFT combined

with KNN
96.06 3.625

ICA and FFT combined

with SVM
98.52 2.124

As shown in Fig. 3, the source locations of the infra-
sound stations are distributed widely, but their quan-
tity is small. Due to the limitation of the data, the
proposed approach may not be generalized for global
hazard monitoring.
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4. Conclusion and future work

This research presented a reliable approach for clas-
sifying and identifying infrasound signals. ICA sepa-
rated the source signals of mixed infrasound signals,
and then the feature vectors of infrasound events were
extracted by FFT. Finally, SVM was used to classify
the extracted feature vectors. The experiment results
can provide practical solutions for the classification of
infrasound signals. The study aimed to improve the
accuracy of geophysical monitoring. Due to the limita-
tions of the existing conditions, tests can only use small
samples and a few infrasound types, which will affect
the reliability of the test results. More infrasound data
and infrasonic event types must be evaluated in order
to obtain more precise results. For future work, real-
time infrasound signal classification will be carried out,
and further studies on infrasound types will be per-
formed. Deep learning should be developed for global
infrasound signal classification (Albert, Linville,
2020).
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The power injection method (PIM) is an experimental method used to identify the statistical energy
analysis (SEA) parameters (called loss factors – LFs) of a vibroacoustic system. By definition, LFs are positive
real numbers. However, it is not uncommon to obtain negative LFs during experiments, which is considered
a measurement error. To date, a recently proposed method, called Monte Carlo filtering (MCF), of correcting
negative coupling loss factors (CLFs) has been validated for systems that meet SEA assumptions. In this article,
MCF was validated for point connections and in conditions where SEA assumptions are not met (systems with
low modal overlap, non-conservative junctions, strong coupling). The effect of removing MCF bias on the
results was also examined. During the experiments, it was observed that the bias is inversely proportional to
the damping loss factor of the examined subsystems. The obtained results confirm that the PIM, combined
with MCF, allows to determine non-negative SEA parameters in all considered cases.
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1. Introduction

Statistical energy analysis (SEA) is a numerical
method that allows the behavior of vibroacoustic sys-
tems to be modeled using a system of linear equations
at medium and high frequencies (Lyon, DeJong,
1995). SEA can deal with problems where acoustic and
vibrational fields are coupled. SEA is widely used in
the automotive industry (noise, vibration, and harsh-
ness – NVH) (Chen et al., 2012) and also when de-
signing silent ships (Hattori et al., 1985), trains
(Ji et al., 2015), airplanes (Borello, 2018), and build-
ings (Craik, 1982). Other applications include: predict-
ing the insertion loss of sound-insulating enclosures
(Nieradka, Dobrucki, 2018) and machinery noise
(Lalor, 1996), estimating the sound reduction index
of partitions (Price, Crocker, 1970) and noise in
kitchen appliances (Zarate et al., 2017), damage de-
tection in joints (Pankaj, 2019), predicting the in-

sertion loss of lagging in ducts (Yoganandh et al.,
2019), and noise transmission in the spacecraft indus-
try (Hwang, 2002).

The vibroacoustic system is fully identified with re-
gard to SEA when parameters called loss factors (LFs)
are known. LFs divide into coupling loss factors (CLFs)
and damping loss factors (DLFs). Experimental SEA
(E-SEA) is a set of methods allowing LFs to be de-
termined using measurements. The most widely used
E-SEA method is the power injection method (PIM)
(Bies, Hamid, 1980), which is utilized in this pa-
per. Other methods can also be labeled as E-SEA,
e.g., identification based on intensity measurements
(Ming, 1998), mobility measurements (Cacciolati,
Guyader, 1994), input power modulation (Fahy,
Ruivo, 1997), and the energy ratio method (Gu,
Sheng, 2015).

Post-processing E-SEA data can occasionally pro-
duce negative LFs, which are considered measurement
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errors. Two reasons for the occurrence of negative LFs
can be distinguished: measurement uncertainty and
the failure to meet SEA assumptions. SEA assump-
tions are widely discussed in the literature (Lafont
et al., 2014) and are shortly summarized in this arti-
cle. In order to correct negative LFs, the Monte Carlo
filtering method (MCF) can be used (de las Heras
et al., 2020). In MCF, a statistical ensemble of energy
matrices is generated based on the mean value and
variance of the experimental data. Only those mem-
bers of the ensemble that give correct results are used
in the final calculations. Hopkins (2002) conducted
virtual E-SEA experiments, where he used an alterna-
tive approach to MCF. Instead of building a statistical
ensemble based on measurement variance, he was vary-
ing system dimensions and physical properties, which
in turn allowed for positive LFs to be obtained for most
members of the ensemble. This approach is possible
and robust due to the fact that virtual experiments in
the FEM framework allowed for the system dimensions
and properties to be quickly alternated. Lalor (1990)
proposed an alternative formulation of PIM to obtain
lower matrix condition numbers. Hodges et al. (1987)
suggested using matrix fitting methods to correct neg-
ative CLFs.

In this work, experiments are performed on steel
plates connected using different structural junctions
at different levels of damping. Similar structures have
been investigated by others, but the research was
mainly focused on the values of coupling loss factors.
The dependence of CLFs on the type of joint and the
type of material was investigated by Mandale et al.
(2016), Bhagwan, Popuri (2019), and others. The
dependence of the CLF value on the plate’s thickness
ratio and the number of points in point junctions has
also been experimentally verified (Panuszka et al.,
2005). Negative CLFs were not considered in those
publications. The effectiveness of MCF was experimen-
tally proved for a plate system suspended in a room
(acoustics system) and numerically validated for plate
ensembles (de las Heras et al., 2020). This verifi-
cation only included the effect of measurement uncer-
tainty because it was performed in conditions where
SEA assumptions were met.

The authors of the present publication are unaware
of any article where MCF was employed for point junc-
tions and in conditions that violate SEA requirements
(low modal overlap, non-conservative junctions). Con-
ditions where SEA assumptions are violated are often
encountered in industrial and other real-life scenarios,
and it is therefore desirable to know how the MCF
method will behave in such situations. Assessing the ef-
fectiveness of MCF in non-ideal conditions is the main
research problem tackled in this publication.

The paper is organized as follows. Section 2 gives
a brief introduction to E-SEA, MCF, and SEA assump-
tions. Section 3 presents the tested systems and de-

scribes the course of the measurements. In Sec. 4, the
relationships between the results of the MCF proce-
dure and the SEA assumptions are presented for dif-
ferent joints and damping levels. Moreover, the effect
of MCF bias on the obtained LFs is investigated. Sec-
tion 5 summarizes the major findings of the study.

2. Foundations of the applied methods

2.1. Experimental statistical energy analysis

In the SEA approach, the structure (system) is sub-
divided into a set of subsystems. A subsystem is de-
fined as a group of similar modes of vibration. The
structure should be physically divided into parts in
places with high impedance mismatches (branches, dis-
continuities, junctions, changes in material type, and
thickness) in order to obtain weak coupling conditions.
Both acoustic cavities and elastic solids can be treated
as a subsystem.

In SEA, the vibroacoustic system is fully described
when the set of LFs parameters are known. LFs are sub-
divided into DLFs and CLFs. DLFs describe the inner
energy dissipation of subsystems, while CLFs describe
the energy flow between subsystems.

SEA is based on writing down a set of equations
that describe the energy balance between subsystems.
Figure 1 shows an example of the energy balance be-
tween two subsystems – subsystem 1 with mean ener-
gy E1 and subsystem 2 with mean energy E2. Further-
more, η11 and η22 are damping loss factors, η12 and η21
are coupling loss factors, and Pin1 and Pin2 are input
powers.

Pinl in2 l 
,I, 

T/12 

p 

-... 

E1 Ez
T/21 ,� .... 

T/11 T/22 
11, 1, 

Fig. 1. Energy balance between two SEA subsystems.

The general SEA equation for a system compris-
ing N subsystems can be written down using matrix
notation (Lyon, DeJong, 1995):

{P} = ω [L]{E}, (1)1

where {P} is a column vector of input powers, {E} is
a column vector of the (unknown) subsystems’ ener-
gies, ω is the center angular frequency of the analyzed
band ∆ω (i.e., octave or 1/3-octave band), and [L] is
the loss factor matrix.

The loss factor matrix [L] is constructed as follows:

Lij =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
N

∑
u=1

ηiu if i = j,

−ηji if i ≠ j,

(1)2

where i = 1, ...,N , j = 1, ...,N .
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When LFs and input powers are known, determin-
ing the unknown energies of subsystems is straightfor-
ward, as can be seen in Eq. (1). For complex junctions
and structures, LFs are often unknown and need to be
identified.

Experimental SEA is a set of methods allowing to
determine the LFs of a vibroacoustic system. In this
work, we focus on a method derived directly from the
energy balance equations. Equation (1) can be rewrit-
ten and modified so that the LFs (matrix [L]) become
unknowns: [L] = [P ] [E]−1/ω, (2)

where [P ] is the input power matrix and [E] is the en-
ergy matrix. This is called the power injection method
(Bies, Hamid, 1980). During the experiments, in-
put powers and the subsystems’ energies have to be
obtained. Each subsystem is excited separately (the
power is injected), and the responses are measured si-
multaneously on every subsystem in order to match the
number of equations with the number of unknowns.
The consequence is that vectors {E} and {P} in
Eq. (1) become matrices [E] and [P ] in Eq. (2). [E]
matrix entries Eij stands for the energy of subsystem i

when subsystem j is excited. [P ] is a diagonal matrix
with entries Pjj , which stands for the power injected
into subsystem j.

In order to obtain LFs, the energy matrix needs
to be inverted. Since the input force has a form of
the Dirac impulse in the time domain, actual powers
and energies as in Eqs. (1) and (2) cannot be uti-
lized. Instead, equivalent input powers and energies
(normalized to force autospectrum) in frequency band
∆ω = ω2 − ω1 can be determined based on transfer
function measurements as follows:

P∆ω, eq =
1

ω0

Im

⎡⎢⎢⎢⎢⎣
ω2

∫
ω1

Haf(ω)dω⎤⎥⎥⎥⎥⎦, (3)

E∆ω, eq = M
1

ω2
0

ω2

∫
ω1

∣Haf(ω)∣2 dω, (4)

where ω0 is the center frequency of ∆ω, Haf is the trans-
fer function between acceleration and the input force, and
M is the mass of the subsystem. From Eqs. (3) and (4), it
is only possible to determine the effective powers and
energies that are normalized to the force autospectrum
and not the actual powers and energies. Note that the
imaginary part and the division by ω are used to com-
pute the input power. The reason is that during mea-
surement, acceleration is obtained, but in calculations,
velocity is used. A transfer function Haf in Eq. (3) is
taken between the force and acceleration in the driv-
ing (excitation) point. In Eq. (4), acceleration is taken
from random points in the structure away from the
driving point and subsystem boundaries (in order to
avoid contributions of direct and evanescent waves).

It is possible to further normalize energy matrix[E] in Eq. (2) in terms of input power in order to ob-

tain normalized energy matrix [G] = ω[E][P ]−1. It was
shown that this could lead to a better matrix condition
number (de las Heras et al., 2018). The formula can
now be written as:

[I] = [L] [G], (5)

where [I] is an identity matrix. The variant of PIM
that uses the [G] matrix is known in the literature
as normalized energy matrix inversion (NEMI). The
loss factor matrix [L] in NEMI is computed by invers-
ing [G]: [L] = [G]−1. (6)

After the inversion, LFs can be directly extracted
from [L] as follows: 1) coupling loss factor ηij is off-
diagonal term Lji multiplied by −1, and 2) damping
loss factor ηii is obtained by summing the elements of
column i.

The procedure described above needs to be re-
peated for each frequency band of interest.

2.2. Monte Carlo filtering

The inverse energy matrix obtained from mea-
surements will not always provide only positive LFs.
SEA matrices are very sensitive to measurement un-
certainties (de las Heras, 2018). One of the ways
to solve this is to use MCF, which was proposed by
de las Heras (2020). A similar approach, proposed
by Bouhaj (2017), was utilized to assess CLFs un-
certainties. The general idea of MCF is presented in
Fig. 2.

Measurement

Mean values

Original
normalized

energy matrix
(NEM)

Inverse original
normalized

energy matrix
(INEM)

CLF and DLF
(positive and

negative)

Inversion

Extraction

Monte Carlo
sample

generation

Variance

Population
of randomized

NEMs

Population
of inverse

NEMs
SEA criteria

Subset
of error-free

inverse NEMs
Mean value

CLF and DLF
(positive)

Inversion

Extraction

Filtering
(selection)

Fig. 2. Monte Carlo filtering procedure.

The classical E-SEA approach (as described in Sub-
sec. 2.1) is presented in the first column of the graph
in Fig. 2. In the MCF approach, the population of
randomized NEMs is generated by using the original
NEM and the measurement variance. The population
is then filtered in order to remove all matrices that
will produce negative LFs. The final step is to com-
pute the mean value of the obtained LFs. More details
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on using this method can be found in reference articles
(de las Heras et al., 2020; Bouhaj et al., 2017).

This article provides an extended MCF validation
for a wide range of technical junctions. The valida-
tion includes the following steps: 1) the influence of
violating SEA assumptions on MCF results, 2) the in-
fluence of the sample bias on MCF results.

2.3. SEA assumptions

The SEA assumptions are as follows (Le Bot,
2015): 1) a high modal overlap factor; 2) weak cou-
pling between subsystems; 3) non-conservative junc-
tions; 4) a high number of modes in frequency bands;
5) a diffuse field; 6) uncorrelated white noise excita-
tions; 7) statistically independent modes; 8) negligible
non-resonant transmission.

In this publication, we mainly focus on the first
three assumptions. This approach is justified due to
the fact that assumption 1 is often referred to as the
most crucial requirement (Culla, Sestieri, 2006).

Assumption 1 states that:

µ≫ 1, (7)

where µ is the modal overlap factor, which is defined as:

µ = nωη, (8)

where n is the modal density, ω is the angular fre-
quency, and η is the DLF. Modal density can be esti-
mated by equation (Le Bot, 2015):

n =
2M⟨Re{Y }⟩A,ω

π
, (9)

where M is the mass of the subsystem, Y is the driv-
ing point mobility, and ⟨...⟩A,ω stands for space and
frequency averaging. Equation (9) is useful because
variables from the right side of the equation can be ob-
tained from modal hammer measurements performed
during PIM. A high modal overlap results in a smooth
frequency response function, which is not dominated
by any resonance. This is crucial because SEA was de-
rived with the assumption of the equipartition of modal
energy, where each resonant mode is of equal impor-
tance when computing energy flow.

Smith’s criterion (Smith, 1979) can be used to
check assumption 2 and states that:

γ ≪ 1, (10)

where γ is called the coupling strength indicator, which
can be computed by taking the ratio of CLFs to
DLFs. In this study, Smith’s criterion is used, but it
must be noted that other criteria for coupling strength
can be found in the literature (Finnveden, 2011).

Non-conservative junctions are an idealization that
never exists in practice. One can say that assumption 3

is always violated to some extent because even weld-
ing junctions introduce some damping to the system.
In practice, this effect is neglected, apart from when
the losses associated with the joint are comparable
to the losses of the entire system. For example, a joint
that does not meet assumption 3 may be the 6 mm
thick rubber pads that were used in the experiments.

Assumption 4 can be written as:

N∆ω ≫ 1, (11)

where N∆ω is the number of modes in frequency band
∆ω, and N∆ω can be counted directly when modes are
distinguishable. This is usually not the case for high
frequencies, and one can use the approximate formula:

N∆ω = n∆ω. (12)

Assumption 4 in the present research is fulfilled for all
systems.

Assumption 5, in some sense, stands in opposition
to assumptions 1 and 2. In assumptions 1 and 2, a high
damping loss factor is desirable, but in assumption 5,
a low damping loss factor is desirable in order to ensure
diffuse field conditions. The following requirement for
the normalized attenuation factor m can be checked to
test diffuse field conditions:

m≪ 1. (13)

The normalized attenuation factor is computed by
using the equation:

m =
ηω

cg
l, (14)

where cg is the group speed, and l is the mean-free-
path, which for 2D subsystems is equal to

l = π
A

S
, (15)

where A and S are the surface area and perimeter of
the subsystem, respectively.

Inequality (Eq. (13)) assures that rays will expe-
rience few reflections before being attenuated by the
internal damping mechanisms of the subsystem. As-
sumption 5 is violated for all the considered high-
damped systems above 2500 Hz.

Assumption 6 is always fulfilled in this research by
using modal hammer impulses that provide a wideband
uniform spectrum in the frequency range of interest.

Assumption 7 can be fulfilled by using rain-on-the-
roof excitation. In the present research, this excitation
is reproduced by performing spatial averaging for point
excitations, which is standard practice (Cimerman
et al., 1997).

Assumption 8, in practice, could be violated in
some circumstances (e.g., highly damped systems,
mass law transmission), but this effect is not further
analyzed here.
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3. Experiments

The investigated systems were steel plates con-
nected to each other at a right angle. The mechanical
and geometrical parameters of the plates are shown in
Table 1. The studied objects contained holes that were
made for free suspension. The diameter of the holes was
23 times smaller than the smallest considered flexural
wavelength in the system (7 cm), so it can therefore
be assumed that the influence of the holes is negligible
in the frequency range of interest.

Table 1. Geometric and mechanical parameters
of the tested structure.

Geometry Photo

Thickness 2 mm

Length 0.49 m

Width 0.49 m

Mechanical parameters

Material Steel DC03

Density 7827 kg/m3

Young’s modulus 205 GPa

Poisson number 0.3

The plates were measured for three damping levels
(low, medium, and high) in order to vary the modal
overlap factor. Rubber magnetic tape was used to in-
troduce damping to the plates (Fig. 3).

a) b) c)

Fig. 3. Tested plate with: a) low damping; b) medium
damping; c) high damping.

The plates were connected by different structural
junctions (Fig. 4). The line junctions included a line
weld junction and a rubber connection. The point
junctions used in this research were: point welding,
bolts, and rivets. The point junctions consisted of three
points evenly distributed along the common edge of the
plates.

a) b) c) d) e)

Fig. 4. Technical junctions used to connect the plates:
a) line welding; b) rubber connection; c) point welding;

d) rivets; e) bolts.

The panels were hung freely on elastic lines. The mo-
dal hammer PCB 086C03 was used to excite the struc-

tures, the PCB 356A03 accelerometer was used to
measure the source subsystem response in the driv-
ing point, and PCB T356A32 accelerometers were
used to measure the source and receiver subsystem re-
sponse away from the excitation points. HEAD acous-
tics SQuadriga II was used for data acquisition. The
sensors were bonded to the structure using wax.

For averaging purposes, three excitation and six re-
sponse points were randomly chosen on each subsys-
tem. Only the “z” component of acceleration was reg-
istered during the experiments (this research focuses
on a bending wave transmission, so only out-of-plane
wave motion was crucial).

The post-processing script was written in the
Python programming language. Based on the obtained
signals from the sensors, the input powers and energies
were determined using Eqs. (3) and (4). Then, the pro-
cedure described in Subsec. 2.1 was followed to obtain
the LFs. Some loss factors were negative, which justi-
fied the use of the MCF described in Subsec. 2.2.

4. Results and discussion

4.1. Correction of negative CLFs

In this section, a detailed analysis is conducted on
the impact of meeting SEA conditions on the effec-
tiveness of the MCF method. A logarithmic scale was
used to present the data in graphs, and it was therefore
not possible to represent the actual values of negative
numbers. Instead, negative CLFs are represented sym-
bolically with gray markers as the mean value of ad-
jacent positive CLFs. The graphs associated with the
SEA assumptions also appear in this section. The gray
areas appearing on these graphs indicate the frequency
ranges where the SEA assumptions are not met. Gray
areas indicate regions where γ < 1 and µ > 1 (we set
γ = 1 and µ = 1 as threshold values). Nevertheless, one
must keep in mind that the requirements are γ ≪ 1

and µ ≫ 1, and other choices of threshold values are
possible (e.g., γ = 0.1 and µ = 10). In order to avoid
complications in the analysis, only the direction from
subsystem 1 to subsystem 2 is considered. Loss factors
η21 and η22 are not shown in the plots. This is a simpli-
fication because some examined junctions are not fully
symmetrical. Complete results, including the LFs for
the opposite direction, are included in the summary
table in Subsec. 4.1.4.

4.1.1. Line welding

In this section, the results obtained for the line
welding junction are analyzed. Figures 5, 6, and 7 show
the relation between the sign of the obtained loss fac-
tors and SEA assumptions for low, medium, and high
damping, respectively. Figure 8 shows the identifica-
tion results for all the damping levels.
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a) b)

c) d)

Fig. 5. Influence of the modal overlap (a) and coupling strength (b) on signs of the CLFs (c) and DLFs (d) for the line
welding at low damping.

a) b)

c) d)

Fig. 6. Influence of the modal overlap (a) and coupling strength (b) on signs of the CLFs (c) and DLFs (d) for the line
welding at medium damping.
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a) b)

c) d)

Fig. 7. Influence of the modal overlap (a) and coupling strength (b) on signs of the CLFs (c) and DLFs (d)
for the line welding at high damping.

One can notice that as the damping increases, the
requirement for the modal overlap is fulfilled in a wider
frequency range (Figs. 5a, 6a, 7a). Nevertheless, the re-
quirement for coupling strength is only met in a few
bands (Figs. 5b, 6b, 7b). The line weld connects the
plates continuously along the common line, which re-
sults in high transmission, in turn creating strong
coupling conditions (even for the high damped sys-
tem – Fig. 7b). This allowed (for medium and high
damping) the frequency region to be isolated where
only one SEA assumption is violated, namely coupling
strength.

Negative LFs were obtained for the systems with
low, medium, and high damping (Figs. 8a, 8c). All
negative LFs were successfully corrected (Figs. 8b, 8d).
The biggest amount of negative LFs occurred for the
low damped system in the frequency region with a low
modal overlap and high coupling strength indicator
(Figs. 5c, 5d). This case is difficult to analyze because
many unfavorable factors act simultaneously. For the
medium and highly damped structures, a few nega-
tive LFs were determined within the frequency range
for which the SEA assumptions are met (Figs. 6c, 7c).
A single DLF was also designated within the frequency
region in which the coupling is strong and the modal
overlap is high (Fig. 6d). In this case, obtaining neg-
ative LFs could result from the measurement uncer-
tainty or strong coupling.

By comparing Fig. 8a with 8b, and 8c with 8d, it
can be seen that the MCF procedure used for the low
damped system significantly altered the CLF and DLF
curves. In turn, for the medium and highly damped
system, the MCF provided a smoothing effect while at
the same time keeping the values similar.

It is interesting to note that the CLF for the low
damping is lower than the CLFs obtained for the
medium and high damping. This can be counterintu-
itive because, in classical SEA, CLFs are independent
of DLFs. A lack of dependence on DLFs is assumed
in theoretical SEA when CLFs are derived based on
wave theory. However, it was shown that CLFs derived
using a more precise modal approach do indeed depend
on DLFs. This can be observed in the frequency region,
where the DLF approaches zero (Yap, Woodhouse,
1996).

4.1.2. Rubber connection

In this section, the results obtained for the rubber
junction are analyzed. Figures 9, 10, and 11 show the
relation between the sign of the obtained loss factor
and SEA assumptions for the low, medium, and high
damping, respectively. Figure 12 shows the identifica-
tion results for all the damping levels.

Rubber constitutes a non-conservative junction, so
the connection itself violates SEA assumptions. On the
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a) b)

Number of nega�ve loss factors
Low damping, : 5
Medium daming, : 2
High damping, : 2

Number of nega�ve loss factors
Low damping, : 0
Medium daming, : 0
High damping, : 0

Number of nega�ve loss factors
Low damping, : 0
Medium daming, : 0
High damping, : 0

Number of nega�ve loss factors
Low damping, : 4
Medium daming, : 1
High damping, : 0

c) d)

Number of nega�ve loss factors
Low damping, : 5
Medium daming, : 2
High damping, : 2

Number of nega�ve loss factors
Low damping, : 0
Medium daming, : 0
High damping, : 0

Number of nega�ve loss factors
Low damping, : 0
Medium daming, : 0
High damping, : 0

Number of nega�ve loss factors
Low damping, : 4
Medium daming, : 1
High damping, : 0

Fig. 8. Identification results for the line welding at all damping levels: a) CLFs without MCF; b) CLF with MCF;
c) DLFs without MCF; d) DLF with MCF.

other hand, requirements for the modal overlap and
coupling strength were much easier to meet for the
rubber junction when compared to the line welding.
A non-conservative junction (dissipation of energy in
the rubber) resulted in an apparent DLF increase,
which helped to obtain a high modal overlap µ. For
low damping, µ was higher when compared to the
line welding case but still below unity for all the fre-
quency bands (Fig. 9a). For high damping, µ was larger
than unity above 315 Hz (in the case of line welding,
µ was larger than unity above 800 Hz), as shown in
Fig. 11a. The weak coupling condition was easy to
obtain thanks to the large compliance of the rubber
(Figs. 9b, 10b, 11b), which allowed the frequency range
in which only one requirement was not met to be iso-

lated, namely the conservative junction requirement.
Nevertheless, no negative LF was determined in this
frequency range.

Negative LFs were only identified for the low dam-
ped system (Figs. 12a, 12c), and were successfully cor-
rected (Figs. 12b, 12d). Negative values lie in the region
where the condition for coupling dissipation is not met
(for visual purposes, in Figs. 9c and 9d, this region is
not grayed out) and the modal overlap is below unity.
Thus, the obtained negative LFs are probably the effect
of the non-conservative junction, measurement uncer-
tainty, or low µ.

By comparing Fig. 12c with 12d, it can be seen that
the MCF introduced a slight smoothing effect on the
obtained DLFs.
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a) b)

c) d)

Fig. 9. Influence of the modal overlap (a) and coupling strength (b) on signs of the CLFs (c) and DLFs (d)
for the rubber connection at low damping.

a) b)

c) d)

Fig. 10. Influence of the modal overlap (a) and coupling strength (b) on signs of the CLFs (c) and DLFs (d)
for the rubber connection at medium damping.
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a) b)

c) d)

Fig. 11. Influence of the modal overlap (a) and coupling strength (b) on signs of the CLFs (c) and DLFs (d)
for the rubber connection at high damping.

The CLFs obtained for the rubber junctions were
the smallest ones in this research. Nevertheless, the
usefulness of this kind of junction can be seen to be
limited due to the fact that much stiffer joints are re-
quired in many technical applications.

4.1.3. Point connections

In this section, the results obtained for the point
junctions are analyzed. Figures 13, 14, and 15 show
the relation between the sign of the obtained loss factor
and SEA assumptions for the point welding, rivets, and
bolts, respectively. Figure 16 shows the identification
results for all the examined point connections at high
damping.

The point connections were approximately non-
conservative and provided a weak coupling in a wide
frequency range (Figs. 13b, 14b, 15b). Weak coupling
was easier to obtain when compared to the line junc-
tion cases because the systems were only connected at
3 points. Additionally, all the systems with point con-
nections were highly damped, which resulted in a high
modal overlap (Figs. 13a, 14a, 15a). Such conditions
seem to be ideal in the case of SEA.

However, even under favorable conditions, a sin-
gle negative CLF was observed for the system with
point welding at 2500 Hz (Fig. 16a, gray arrows).
This point lies in the region where all the SEA as-
sumptions are met (Fig. 13c), except for assumption 5.

Thus, the error is probably connected with measure-
ment uncertainty or a lack of diffuse field conditions.
As shown in Fig. 16b, the negative value was success-
fully corrected.

By comparing Fig. 16a with 16b, and 16c with 16d,
one can state that the MCF did not introduce much
distortion in the final results.

The CLF values for all the point connections are
similar, but some differences can be noticed. Figure 16b
shows that bolted junctions provide the highest vi-
bration transmission in the low-frequency range. Con-
versely, the biggest vibration reduction in a wide fre-
quency range can be obtained with rivets.

4.1.4. Results in the opposite directions

Subsections 4.1.1, 4.1.2, and 4.1.3 focused on the
LFs obtained for the direction from subsystem 1 to
subsystem 2. In general, the tendencies described in
the previous subsections also apply to the 2–1 direc-
tion, even though some systems were not ideally sym-
metrical. The CLFs obtained for both directions were
similar (Fig. 17). The total number of corrected LFs
(including both directions) is summarized in Table 2.

4.2. Influence of the MCF bias

In Fig. 18, the result of the MCF simulation is
shown. Each dot in the figure represents a randomized
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a) b)

Number of nega�ve loss factors
Low damping, : 2
Medium daming, : 0
High damping, : 0

Number of nega�ve loss factors
Low damping, : 0
Medium daming, : 0
High damping, : 0

Number of nega�ve loss factors
Low damping, : 0
Medium daming, : 0
High damping, : 0

Number of nega�ve loss factors
Low damping, : 1
Medium daming, : 0
High damping, : 0

c) d)

Number of nega�ve loss factors
Low damping, : 2
Medium daming, : 0
High damping, : 0

Number of nega�ve loss factors
Low damping, : 0
Medium daming, : 0
High damping, : 0

Number of nega�ve loss factors
Low damping, : 0
Medium daming, : 0
High damping, : 0

Number of nega�ve loss factors
Low damping, : 1
Medium daming, : 0
High damping, : 0

Fig. 12. Identification results for the rubber connection at all the damping levels: a) CLFs without MCF;
b) CLF with MCF; c) DLFs without MCF; d) DLF with MCF.

Table 2. Effectiveness of the MCF in correcting negative LFs (both directions included).

Junction type Damping
Corrected

negative CLFs

Corrected

negative DLFs

Line weld Low 7 → 0 15 → 0

Line weld Medium 2 → 0 4 → 0

Line weld High 2 → 0 1 → 0

Rubber Low 2 → 0 2 → 0

Rubber Medium 0 → 0 0 → 0

Rubber High 0 → 0 0 → 0

Point welding High 1 → 0 0 → 0

Bolts High 0 → 0 0 → 0

Rivets High 0 → 0 0 → 0
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a) b)

c) d)

Fig. 13. Influence of the modal overlap (a) and coupling strength (b) on signs of the CLFs (c) and DLFs (d)
for the point welding at high damping.

a) b)

c) d)

Fig. 14. Influence of the modal overlap (a) and coupling strength (b) on signs of the CLFs (c) and DLFs (d)
for the rivets at high damping.



P. Nieradka, A. Dobrucki – Study on the Effectiveness of Monte Carlo Filtering when Correcting Negative. . . 213

a) b)

c) d)

Fig. 15. Influence of the modal overlap (a) and coupling strength (b) on signs of the CLFs (c) and DLFs (d)
for the bolts at high damping.

SEA matrix generated in the Monte Carlo simula-
tion. The black dots represent correct SEA matrices,
and the gray dots show incorrect matrices (giving neg-
ative LFs). The dots that are closer to zero represent
the matrices closer (more similar) to the original ma-
trix. Many norms can be used to compute the distance
between the original matrix and individual sample ma-
trices. In this work, the Frobenius norm is utilized. The
matrix population generated according to instructions
from (Bouhaj et al., 2017) was based on measurement
variance and characterized by the normal distribution
to simulate a typical measurement process.

When MCF is performed on experimental data,
the so-called bias appears. When the bias is present
(Fig. 18a), several incorrect matrices can be found in
the original matrix’s vicinity (distance close to zero).
Such bias is a result of the fact that the measurement is
not providing the real expected value but only the ap-
proximate mean value. It is possible to remove the
bias (Fig. 18b) by performing the second iteration of
the MCF.

After removing the bias for the highly damped sys-
tem with the line weld junction, the CLF decreased
slightly in most frequency bands (Fig. 19b). The DLF
was less sensitive to this operation (Fig. 19d). The
CLF computed with and without removing the bias
was compared with the FEM simulation results of this
system. Slightly better convergence with the FEM sim-

ulation for most frequency bands was observed for the
CLF computed without the bias (Fig. 20). The pos-
sible explanation for this can be that after removing
the bias, a better average value can be obtained due
to the fact that more correct samples are generated.
This can be easily observed for the frequencies and sys-
tems with larger biases. Figure 21a shows the bias for
the 2500 Hz frequency band of the low damped system
with line welding. There is only a single “thin line” of
correct matrices. Removing bias (Fig. 21b) resulted in
significantly more correct matrices that were concen-
trated around the distance equal to 0. The change in
the CLF for a low damped system is also more appar-
ent (Fig. 19a). The same tendencies were observed for
the rubber and point junctions, and it therefore seems
reasonable to recommend removing the bias when per-
forming MCF.

5. Conclusions

An extended validation of the MCF method was
conducted, which can be considered the main contri-
bution of this article. The validation included the fol-
lowing steps: 1) the influence of violating SEA assump-
tions on MCF results, and 2) the influence of the sam-
ple’s bias on MCF results. Negative LFs occurred for
frequency ranges where SEA assumptions were both
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a) b)

Number of nega�ve loss factors
Point welding, : 1
Riveted joint, : 0
Bolted joint, : 0

Number of nega�ve loss factors
Point welding, : 0
Riveted joint, : 0
Bolted joint, : 0

Number of nega�ve loss factors
Point welding, : 0
Riveted joint, : 0
Bolted joint, : 0

Number of nega�ve loss factors
Point welding, : 0
Riveted joint, : 0
Bolted joint, : 0

c) d)

Number of nega�ve loss factors
Point welding, : 1
Riveted joint, : 0
Bolted joint, : 0

Number of nega�ve loss factors
Point welding, : 0
Riveted joint, : 0
Bolted joint, : 0

Number of nega�ve loss factors
Point welding, : 0
Riveted joint, : 0
Bolted joint, : 0

Number of nega�ve loss factors
Point welding, : 0
Riveted joint, : 0
Bolted joint, : 0

Fig. 16. Identification results for the point junctions: a) CLFs without MCF; b) CLF with MCF;
c) DLFs without MCF; d) DLF with MCF.

Fig. 17. CLFs in two directions for non-symmetrical systems: rubber (∎ and ◻), rivets (● and ○), bolts (▼ and ▽).
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Fig. 18. Distance between the randomized energy matrices and the original energy matrix.
Result for the line weld and high damping at 160 Hz: a) with bias; b) with bias removed.

a) b)

Low damping High damping

High dampingLow damping

c) d)

Low damping High damping

High dampingLow damping

Fig. 19. Effect if removing the bias on the LF values. Results for the line weld: a) CLF at low damping;
b) CLF at high damping; c) DLF at low damping; d) DLF at high damping.
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Fig. 20. Results in Fig. 19b compared with the FEM simulation. The experimental result with bias (◻),
experimental result without bias (●), FEM simulation (- - -).

a) b)
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Fig. 21. Distance between the randomized energy matrices and the original energy matrix.
Result for the line weld and low damping at 2500 Hz: a) with bias; b) with bias removed.

met and not met. After performing MCF, all negative
values were successfully corrected. It seems that MCF
can correct negative LFs, irrespective of whether SEA
conditions are met or not.

It was observed that the LFs calculated from the
bias-free MCF simulation show better agreement with
the FEM simulation for frequency bands where the ini-
tial bias was significant. For frequency bands where
the initial bias was slight, the removal of bias did not
significantly alter the LFs. Based on this, it seems rea-
sonable to remove bias each time the MCF procedure
is performed.
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The purpose of this paper is to present the results of the pilot experiments demonstrating proof of concept
of three-dimensional strain elastography, based on freehand ultrasound for the assessment of strain induced
by endogenous motion. The technique was tested by inducing pulsatility in an agar-based tissue mimicking
phantom with inclusions having different stiffness and scanning the 1D array with an electromagnetic position
sensor. The proof of concept is explored with a defined physical phantom and the adopted algorithm for strain
analysis. The agar-based phantom was manufactured with two cylindrical inclusions having different stiffness
(7 kPa and 75 kPa in comparison to the background 25 kPa) and scattering properties. The internal strain in
the phantom was introduced by mimicking a pulsating artery. The agar mixture displacements were estimated
by using the GLUE algorithm. The 3D isosurfaces of inclusion from rendered volumes obtained from the B-mode
image set and strain elastograms were reconstructed and superimposed for a quantitative comparison. The cor-
respondence between the B-mode image-based inclusion volume and the strain elastography-based volume was
good (the Jaccard similarity coefficient in the range 0.64–0.74). The obtained results confirm the 3D freehand
endogenous motion-based elastography as a feasible technique. The visualization of the inclusions was successful.
However, quantitative measurements showed that the accuracy of the method in volumetric measurements is
limited.

Keywords: strain elastography; endogenous motion; freehand scanning; 3D imaging; tissue mimicking phan-
tom.
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1. Introduction

Strain elastography is one of the techniques used
for the assessment of tissue stiffness and has been
shown to be efficient in the diagnostics of breast lesions
(Dietrich et al., 2017), thyroid (Cosgrove et al.,
2017), prostate (Barr et al., 2017), and other areas.
The strain elastography measures slight tissue defor-
mations (strain range 0.1–2%), which are typically
induced by external compression by an ultrasound
probe (Wells, Liang, 2011). The algorithm calcu-
lates the axial displacements between the consecutive
RF data frames and the strain estimates are obtained
by taking the spatial derivative in the axial direction

(Dietrich et al., 2017). The obtained strain values are
color coded and the two-dimensional (2D) strain im-
age is superimposed on the structural B-mode image,
which is based on the reflection magnitude. The scan-
ning specialist interprets both images and measures
parameters of the region of interest (ROI), such as the
strain ratio or the elasticity score. Overall, the strain
elastography is a qualitative technique due to unknown
stress, but still provides the relative information about
tissue stiffness (Dietrich et al., 2017). Unfortunately,
the strains induced by the probe can be estimated
only in the case of tissue, which are relatively superfi-
cial (up to few centimeters), and the deeper structures
cannot be observed and assessed by the technique, be-
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cause uniform strain cannot be induced in deeper lay-
ers. Fortunately, there are other ways to implement
strain elastography by employing endogenous motion
and strain of tissue, which are caused due to the nat-
ural pulsatility of blood vessels and the beating heart.
The strain elastography based on endogenous motion
was pioneered by the authors (Dickinson, Hill, 1982;
Wilson, Robinson, 1982; Tristam et al., 1986). En-
dogenously induced strain could also be employed for
imaging purposes. The phantom study with internal
deformation caused by pressure variation in the vessel
is presented in (Mai, Insana, 2002). The initial exper-
iments of endogenous strain assessment and imaging
were performed by our group (Zambacevičienė et al.,
2019; Sakalauskas et al., 2018). Later, it was found
that the parameters derived from the two-dimensional
images of endogenous strain have a correlation with
different stages of liver fibrosis (Sakalauskas et al.,
2019) and portal hypertension (Gelman et al., 2020).

Three-dimensional (3D) elasticity imaging in clini-
cal practice is still limited, manufacturers of ultrasound
scanners and the scientific community are still improv-
ing this modality. Three-dimensional imaging by using
matrix arrays is limited by the frame rate and spa-
tial resolution, which are typically lower for 2D arrays
(Lee et al., 2018). The 2D matrix array technology re-
quires very sophisticated electronics to deal with very
large number of channels connected to array elements.
Fortunately, it is possible to implement 3D volume ac-
quisition by using a conventional one-dimensional (1D)
array probe and a mechanical linear scanner (Huang
et al., 2015; Hendriks et al., 2016; Richards et al.,
2009), or a 3D transducer translating mechanical de-
vice (Chen et al., 2016). A much cheaper and rela-
tively simple method could be implemented only by
attaching a position tracking sensor to an ultrasound
probe (Gilja et al., 1998, Wang et al., 2013). This en-
ables so-called freehand 3D mode (Mozaffari, Lee,
2017). The comparison of simulated 3D strain imag-
ing with the mechanically swept probe and freehand
scanning (Housden et al., 2010) has shown that it
is possible to produce a good strain images using the
freehand method, which may be preferable in clini-
cal practice. The freehand 3D ultrasound imaging in
the B-mode was extensively reviewed by Mozaffari
and Lee (2017). The most of reviewed B-mode systems
employed optical or electromagnetic position tracking
solutions. But only several approaches to implement
elastography by using 1D array probe and position sen-
sor could be found (Lee et al., 2018; Lindop et al.,
2006). Lindop et al. (2006) used an optical position
tracking system for 3D quasistatic elastography, mean-
while Lee et al. (2018) proposed to use an electro-
magnetic one. Both groups successfully conducted 3D
freehand strain elastography experiments and demon-
strated the feasibility of the method. However, these
methods applied external pressure by the operator to

induce strain by the scanning probe. This makes the
scanning procedure quite complicated since the probe
movements should meet the simultaneous requirements
of strain induction and scanning of volume. An exter-
nal strain induction source based on the use of ap-
plied low frequency vibrator was demonstrated on the
phantom (Bercoff et al., 2004). A similar motorized
3D vibro-elastography method also uses induced har-
monic motion and synchronous strain measurements
(Abeysekera et al., 2015), but both methods are not
adapted to clinically preferable freehand scanning.

Fortunately, external deformation or vibration po-
tentially could be substituted by endogenous excitation
induced by natural cardiovascular activity. Initial pub-
lications on the endogenous cardiovascular motion ap-
plication showed its potential for liver elasticity imag-
ing (Kolen et al., 2004), also for thyroid nodule di-
agnostics using carotid artery pulsation (Bae et al.,
2006) and diastolic strain variation (Luo et al., 2009).
This approach could have advantage, since 3D scan-
ning using 1D array will not require to apply the uni-
form compression at the same time, that might be not
so easy to accomplish by scanning by the perform-
ing operator. In case of endogenous motion, the probe
can be moved completely freehand without the require-
ment to make uniform pushes to induce strain. How-
ever, the displacements and, respectively, a strain mag-
nitude for the endogenous excitation are frequently
much lower and omnidirectional comparing with the
ones induced externally but it is not so easy to measure
them. This leads to high requirements for the specifi-
city of the displacement estimation algorithm, espe-
cially in the case of 3D imaging of a dynamic structure.

The purpose of this paper is to present the proof
of concept of 3D strain elastography, based on strain
induced by endogenous motion and freehand 3D ul-
trasound imaging. To the best of our knowledge there
are no published scientific papers, which deal with en-
dogenous motion-based 3D elastography and we see
our novelty in the phantom-based analysis of strain
endogenous excitation and its application for 3D fused
strain and B-mode imaging. The method was tested
by inducing pulsatility in the agar-based tissue mim-
icking phantom with cylindrical inclusions having dif-
ferent stiffness and scattering properties in compari-
son to the background material. The strain-based vol-
umes of the inclusions were evaluated and compared
to volumes obtained from B-mode images for a quan-
titative assessment.

2. Materials and methods

2.1. Scanner and preset

The ultrasound scanner Ultrasonix Sonix Touch
(Analogic Corporation, Peabody, MA, USA), which al-
lows the collection of raw RF signals from all scanning
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lines, equipped with the linear array transducer (L14–
5/38 GPS, 128 acoustic elements) was used for data
collection in this study.

The main parameters of ultrasonic scanning were as
follows: scanning depth – 7 cm, ultrasound frequency
– 13.3 MHz, transmit single focal depth – 3.5 cm.
RF data were recorded in 314 scanning lines per the
B-scan frame, the frame rate – 27 Hz. The RF sig-
nal digitized with 40 MHz sampling frequency and the
analog-to-digital converter resolution 16 bits.

The ultrasound scanner has the ability to measure
the position and orientations of the linear probe by the
electromagnetic tracking system trakSTAR (Ascen-
sion, Yarraville, Australia) incorporated with the ul-
trasound scanner by a manufacturer. According to the
specification from a manufacturer the accuracy of a sta-
tic position is 1.4 mm RMS and 0.5○ RMS of a static
orientation angle. Sequences of B-scan images the RF
signals and 3D position data were acquired and stored
for later offline processing.

2.2. Phantom

An experimental phantom, mimicking tumor foci
in the liver, was produced. The liver-mimicking phan-
tom having two inclusions with different stiffness was
made from agar mixtures. The surrogate endogenous
motion was induced by mimicking a pulsating artery.
The background of the phantom was manufactured
by mixing 10 g/l agar concentration in distilled wa-
ter. The agar powder was slowly stirred until it was
fully dissolved in boiling water. The total weight of
the mixture was controlled at the start and end of the
boiling of the mixture. The evaporated amount of wa-
ter was compensated by weight to ensure the planned
concentration. The planned concentration ensures the
stiffness of 25 kPa according to the Young modulus as
predicted by Hall et al. (1997). To obtain scattering
the powder prepared from a carbon tablet was used.
We dispersed 1.05 g of the carbon powder in 1300 ml
of the agar mixture. We continuously stirred the mix-
ture with the carbon powder until it cooled down. Stir-
ring prevented sedimentation of the carbon powder.
At the start of gelation, the mixture was poured into
the prepared container. Two pieces of metal pipe of
16 mm in diameter and about 90 mm in length were
placed in the container. The thin-walled rubber vessel
(diameter 7 mm, length 200 mm) was fixed to mimic
the artery below these pipes. Both inclusions of ap-
proximately half the length of the rubber vessel were
arranged along a single axis that is parallel to the axis
of a vessel. Both ends of the rubber vessel were con-
nected to flange fixtures in the walls of container, to
allow the fluid to pass through. The bottom side of
the container was covered with a 10 mm thick layer
of foam below the rubber vessel. This foam layer acts
as an absorber of ultrasound waves and allows one to

avoid multiple reflections of waves in the phantom. The
schematic drawing of the phantom structure is pre-
sented in Fig. 1.

a)  

x 

Lung artificial 

ventilator 

3D position 

tracker 

Diagnostic 

system 

z 

y 

b) c)

Fig. 1. Sketch of the experimental setup (a) and obtained
B-scans (b, c): a) 3D freehand scanning for data recording
(B-scan images, RF signals, and position sensor readings)
for further volume rendering and 3D imaging of the inclu-
sions; b) and c) B-scan images acquired with fixed probe
from inclusions having similar acoustic (scattering) con-
trasting from background, but different mechanical (strain)

properties. The black bar indicates 1 cm length.

The container was kept still to solidify at the re-
frigerator temperature for 1 hour. The container with
a solid mixture of agar was further elaborated by im-
plementing two inclusions. The pieces of metal pipe
were filled with hot water to warm up and make
the removal of the pipes from the agar mixture more
slippery. Inclusions were made of agar concentrations
17.7 and 5 g/l (or predicted the Young modulus 75 kPa
and 7 kPa, respectively) according to the same proce-
dure as a background. Two mixtures of 100 ml each
were added with 0.27 g of the carbon powder to make
the waves scattering from inclusions stronger than the
background material. At the beginning of gelation,
the first mixture was poured into tunnel-like holes
in the background. The phantom was kept still to so-
lidify the agar mixture into the first inclusion. The
implementation of the second inclusion was repeating
the procedure of preparation of the first inclusion.

The thin-walled rubber vessel is intended to mimic
the cardiovascular pulsations. The vessel was filled
with distilled water and occluded in one end. The
other end (the flange) was connected to the corru-
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gated tubing of the artificial lung ventilation output.
Pulsations in the elastic rubber vessel were induced by
a ventilator operated in a pressure-controlled mode.
The pressure pulsation amplitude in the rubber ves-
sel was 32 mmHg, while the pulsing rate was 70 times
per minute. Both (the soft and hard) inclusions were
excited from the same pulsating vessel.

The access to the prepared tissue mimicking ma-
terials in the container was from an open top of the
container. The linear array transducer was directed to
send ultrasound waves from the top surface of the agar
mixture downwards: crossing trough the one of inclu-
sions and a rubber vessel (see Fig. 1a). B-scan images
were obtained in a cross sections of inclusion and the
rubber vessel (see Figs. 1b and 1c).

2.3. Experiment

Two experiments of RF scanning of the phantom
were performed:

1) RF data acquisition keeping the probe fixed. The
probe was fixed in a laboratory stand. The B-scan
plane was directed orthogonally to the inclusions,
observing to get cross-section images of them.
The diameters of 16.3± 0.4 mm and 15.3± 1.2 mm
for hard and soft inclusions correspondingly were
measured from B-scan images when the probe was
fixed,

2) freehand 3D RF scanning. The translation of the
probe on a top surface of phantom was manual.
The translation was guided by the frame to get
a straight-line trajectory, which was approxima-
tely aligned in parallel to axis of X coordinates of
the electromagnetic position tracker. The B-scan
plane direction to the phantom was handled man-
ually, ensuring center of the selected inclusion in
the middle of the B-scan image. The probe trans-
lation was limited to 21 mm. Freehand transla-
tions along only the selected inclusion were used
for processing, excluding imaging of other inclu-
sions.

2.4. Collected data

The B-scans (174 frames for each recording) and
raw corresponding RF signals were acquired and stored
for offline processing. The electromagnetic tracking
sensor measurements (x, y, z, α, β, γ) were also sto-
red for each frame. The RF data matrixes were 3648
(samples)× 314 (scanning lines)× 174 (frames) in size,
meanwhile the B-mode datasets were of 616× 820× 174
size with an isotropic pixel size of 0.15 mm. In total 4
records were acquired and analyzed during the study
(for both inclusions with a fixed probe and applying
3D freehand scanning).

The flow chart representing the concept of data pro-
cessing in the study is presented in Fig. 2.

 

3D freehand scanning of 

endogenously moving phantom 

B mode data RF data Position sensor data 

Volume rendering 

Displacement 

estimation (GLUE) 

Inclusion isosurface 

extraction (Marching 

cubes) 

Strain images 

calculation (LSQ) 

(GLUE) 

Strain normalization 

Volume rendering 

Inclusion isosurface 

extraction (Marching 

cubes) 

Comparison (Jaccard, Hausdorff distance, Volume, 

Length, Diameter) 

Fig. 2. Flowchart of the presented study: 3D freehand
scanned data (B-mode images, RF signals, and position
sensor readings) are used for volume rendering and 3D
imaging of the inclusions having similar acoustic (scatter-
ing), but different mechanical (strain) properties, which are

finally compared for the correspondence assessment.

2.5. Displacements estimation

Displacement images for consecutive frame pairs
were obtained using the global time-delay estima-
tion technique (GLUE) proposed by Hassan Rivaz
group. The implementation and codes are provided
by GLUE developers (Hashemi, Rivaz, 2017; Rivaz
et al., 2011). GLUE is a continuation of their work on
time delay estimation, which at first were solved by the
dynamic programming-based approach (Rivaz et al.,
2011). The GLUE algorithm refines the integer dis-
placements estimates obtained by dynamic program-
ming to a subsample accuracy. The subsample accu-
racy displacements are obtained in the axial and lateral
directions. Overall, the displacement estimation algo-
rithm has two stages: 1) estimation of integer displace-
ments using dynamic programming; 2) GLUE: refine-
ment of integer displacements to a subsample accuracy
by minimizing the regularized cost function (presented
in Eq. (1)).

The cost function for GLUE is formulated for the
entire two-dimensional image (Hashemi, Rivaz, 2017):

C (∆a1,1, ...,∆am,n,,∆l1,1, ...,∆lm,n)
=

n

∑
j=1

m

∑
i=1

{[I1(i, j)−I2(i + ai,j +∆ai,j , j + li,j +∆li,j)]2
+α1 (ai,j +∆ai,j − ai−1,j −∆ai−1,j)2
+β1 (li,j +∆li,j − li−1,j −∆li−1,j)2
+α2 (ai,j +∆ai,j − ai,j−1 −∆ai,j−1)2
+β2 (li,j +∆li,j − li,j−1 −∆li,j−1)2} , (1)
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where a is the initial integer axial displacements esti-
mated by dynamic programming, l is the initial integer
lateral displacements estimated by dynamic program-
ing, α and β are the regularization terms, I1 and I2
are the consecutive RF data frames before and after
the deformation, i = 1, ...,m, where m is the number
of samples in RF scanning line, j = 1, ..., n, where n
is the number of RF scanlines in the RF frame, ∆ notes
the subsample accuracy values for axial and lateral dis-
placements. Displacements are usually very small, and
subsample accuracy must be achieved.

For the presented study, the following values of
the regularization coefficients were established: α1 =

α2 = 35.8, and β1 = β2 = 0.02. The parameters of the
dynamic programming algorithm were set as recom-
mended by GLUE developers (Hashemi, Rivaz, 2017;
Rivaz et al., 2011). Only axial displacement images
were used for further processing in our 3D approach,
because it was found that the lateral displacement does
not provide sufficient contrast for the analysis.

We recorded the data to evaluate and verify the
frame-to-frame displacement waveform that we in-
duced with pressure pulsations with a fixed array
transducer in the first experiment. The spatial mean
displacement was calculated from all points in the
frame to evaluate the amplitude and shape of the ex-
citation waveform. First, the average value for each
displacement image was calculated, obtaining how the
mean displacement varies over time. Next, the summed
displacement signal was obtained by calculating the
cumulative sum of the frame-to-frame displacement
waveform. The summed displacement waveform was
high-pass filtered (cut-off frequency 0.5 Hz) to remove
the baseline drift.

2.6. Strain estimation

Strain images were obtained using the least squares
regression (LSQ) technique as proposed by Hashemi
and Rivaz (2017). The size of the differentiation kernel
was 35 samples axially (0.67 mm), and 5 lines laterally
(0.43 mm).

2.7. Strain normalization

Strain images were normalized (provided in Eq. (2))
to rescale them and to compensate for the strain dif-
ferences, which arises due to the nature of endogenous
compression that varies over time. The statistical nor-
malization method was used:

R(α,β, γ)=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

cos (α) ⋅ cos (β) cos (α) ⋅ sin (β) ⋅ sin (γ)−sin (α) ⋅ cos (γ) cos (α) ⋅ sin (β) ⋅ cos (γ)+sin (α) ⋅ sin (γ)
sin (α) ⋅ cos (β) sin (α) ⋅ sin (β) ⋅ sin (γ)+cos (α) ⋅ cos (γ) sin (α) ⋅ sin (β) ⋅ cos (γ)−cos (α) ⋅ sin (γ)
− sin (β) cos (β) ⋅ sin (γ) cos (β) ⋅ cos (γ)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(4)

SN =
S − S

σS
, (2)

where S is the strain image before normalization, S is
the mean value of the strain image, and σS is the
standard deviation of the strain image.

2.8. Volume rendering

The rendering stage could be divided into three
steps. Firstly, only in the case of 3D endogenous strain,
some of the obtained images are acquired in a phase
when the deformation is very low and insufficient to ob-
tain a contrast between inclusion and the background.
Such low signal-to-noise ratio (SNR) elastograms must
be filtered out because otherwise the 3D volume will be
affected by low SNR images. It is the fundamental
limitation of the technique using harmonic natural
strain, which sometimes becomes very close or even
equal to zero. The empirical threshold was used for
this purpose, all strain elastograms having mean strain
lower than 0.03% were removed from the dataset.
The threshold was established after visual revision
of the sequences of strain images, when the majority of
the selected frames, exceeding the threshold, provided
a contrast for inclusions.

Secondly, the selected images (B-scans or strains
elastograms) are arranged spatially according to the
position sensor readings (xs, ys, zs, α, β, γ). The 3D
arrangement was done according to coordinates trans-
formed by equation (Lee et al., 2018):

⎡⎢⎢⎢⎢⎢⎢⎣
xt

yt

zt

⎤⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎣
xs

ys

zs

⎤⎥⎥⎥⎥⎥⎥⎦
+C ⋅R(α,β, γ) ⋅

⎡⎢⎢⎢⎢⎢⎢⎣
xp

yp

zp

⎤⎥⎥⎥⎥⎥⎥⎦
, (3)

where (xt, yt, zt) is the image point coordinates in the
arranged 3D space, (xs, ys, zs) is the position coordi-
nates measured by the electromagnetic sensor (incor-
porated in the linear array), C is the calibration matrix
for electromagnetic sensor and linear array setup (val-
ues provided by vendor), R(α, β, γ) is the rotation
matrix calculated (Eq. (4)) from the angles measured
by an electromagnetic sensor, (xp, yp, zp) is the point
position in the image (in a coordinate system of lin-
ear array) before transform, p is the index of pixels
in image data. B-scan images were of 616× 820 size
and strain elastograms were the same as the RF data
frame in size. The rotation matrix is expressed as fol-
lows:
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where α – azimuth, β – elevation, and γ – roll angles.
So, the points with coordinates (xp, yp, zp) from the
B-scan plane are arranged at coordinates (xt, yt, zt) in
3D space.

Thirdly, the arranged planes are mapped to a re-
gular rectangular grid representing voxels. Standard
MATLAB processing routine (griddata function) was
used for the purpose of applying cubic interpolation
for the irregularly spaced image data. The dimensions
of the voxel were set to be 0.25× 0.25× 0.25 mm3. The
obtained 3D matrixes were filtered by the smoothing
moving average filter (9× 9× 9 voxels).

2.9. Extraction of inclusion isosurface

Isosurfaces of the phantom inclusions were ex-
tracted for the visual assessment and quantitative com-
parison for both parametric 3D images (obtained from
the B-mode and normalized strain). The marching
cube algorithm (Lorensen, Cline, 1987) was used for
extraction. The algorithm requires to set a threshold
isovalue for the extraction of the volume enclosed by
the isosurface. The threshold values were determined
by using these criteria:

– for the B-mode the threshold was set above ma-
jority of randomly distributed parasitic reflections
which occurs in the background region;

– threshold values were adjusted looking for the best
correlation according to quantitative metrics be-
tween strain and reflection 3D isosurfaces;

– extracted isosurfaces were evaluated visually and
the surface reconstruction was accepted only
if there were no strong shape distortions, even if
the quantitative results were better.

Threshold values for the B-mode: soft inclusion =
127, hard = 140; for normalized strain images: soft
= 0.35 and hard = 0.63 were established. An exam-
ple illustrating the selected threshold values and the
resulting boundaries for these values (red contour) of
the inclusions for both types (the B-mode and strain)
of images is presented in Fig. 3.

2.10. Quantitative comparison

After volume rendering and isosurface extraction,
two types of 3D images were obtained: first recon-
structed from the B-mode data and based on acous-
tical property – reflections, and second reconstructed
from the calculated strain elastograms and represent-
ing the mechanical property – stiffness. The 3D iso-
surfaces were superimposed. Five quantitative metrics
were used for the assessment of the correspondence be-
tween 3D image of the reflections and the 3D image of
strain:

– volumes calculated by summing voxels enclosed by
isosurface;
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Fig. 3. Threshold selection examples for B-mode image (a–
b) and strain elastogram (c–d): a) shows single normal-
ized gray scale intensity line crossing the middle of inclu-
sion (marked by dashed blue line in part (b) superimposed
on B-mode image) and threshold level is shown by green
dashed line; b) shows B-mode image together with a con-
tour (red color) extracted by using the threshold; c) and d)

show exactly the same just for strain elastogram case.

– diameters of the inclusions estimated by the man-
ual measurement (three repetitive measurements);

– lengths of the inclusions estimated by the manual
measurement (three repetitive measurements);

– the Jaccard similarity coefficient, which is expres-
sed as follows:

Jaccard =
∣A ∩B∣∣A ∪B∣ , (5)

where A and B are the volumes obtained from im-
ages having different properties (the B-mode and
endogenous normalized strain);

– the Hausdorff distance – which measures the
largest distance between paired points of the ex-
tracted isosurfaces. It is found by using the follow-
ing Eqs. (6) and (7). Firstly, the one-sided Haus-
dorff distance is found for both isosurfaces:

h(A,B) =max
a∈A

min
b∈B

∥a − b∥ , (6)

here A and B are the points cloud coordinates
(x, y, z) of the extracted isosurfaces obtained from
images of different properties (the B-mode and
endogenous normalized strain), a = {x1, y1, z1, ...,
xn, yn, zn}, and b = {x1, y1, z1, ..., xm, ym, zm},
m, n are the numbers of points in data clouds.
Next, the bidirectional Hausdorff distance H is
calculated by Eq. (7):

H(A,B) =max(h (A,B) , h(BA)). (7)
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3. Results

At first, the excitation waveform of endogenous
phantom displacements was evaluated from the first
experiment when the array transducer was fixed dur-
ing RF recording. Figure 4 presents the summed mean
displacement versus time.

D
is
pl
ac
em
en
ts
[�
m
]

t [s]

30

20

10

0

– 10

– 20

– 30
0 0.5 1 1.5 2 2.5 3

Fig. 4. Comparison of averaged in-space summed phantom
displacements (3.5 periods, first 3 seconds). The displace-
ments were estimated from the experiment with fixed array

transducer.

The periodicity of the waveform is noticeable. The
amplitude of frame-averaged displacements reaches
20 µm. The period of the waveform of the induced dis-
placements matches the rate of the ventilation appa-
ratus (70 times per minute).

Figure 5 presents the examples of normalized 2D
strain images (SN ) obtained in the second experiment
(freehand 3D scanning) at the time of maximum nor-
malized mean strain.

It could be seen that both inclusions (hard – 75 kPa
and soft – 7 kPa) could be clearly identified. The con-
trast between inclusion and background was a bit lar-
ger for a soft inclusion. It is observable that the inclu-
sions are slightly deformed and non-circular, but the
contrasts are sufficient for imaging purposes. However,
after a visual analysis of all (of time instances) strain
images (SN ) in the 3D dataset, it was found that only
about 25% of the 2D strain images provided a sufficient
contrast (mean strain of the frame > 0.03%) for 3D ren-
dering. Therefore, the mean strain parameter was pro-
posed as a criterion to filter low contrast strain images
and remove about 75% of them from the 3D dataset,
before 3D rendering.

The cross-sectional images of both inclusions of the
phantom rendered volumes are presented in Fig. 6.

Figures 7 and 8 present the extracted isosurfaces of
cylindrical inclusions.

Figure 7 shows the inclusions extracted from the 3D
datasets of the imitated endogenous strain. It could be
observed that the inclusions do not follow the exact
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Fig. 5. The 2D examples of normalized strain elastograms
of the phantom containing (a) hard inclusion and (b) soft
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Fig. 6. Cross-sectional images of 3D strain elastograms for
the phantom containing (a) hard inclusion and (b) soft in-

clusion.

shape of the cylinder, but at the same time they are
relatively smooth.



226 Archives of Acoustics – Volume 48, Number 2, 2023

a)

– 45

– 50

– 55

– 5
– 10

– 15
– 20 150

160

Y [mm] X [mm]

Z 
[m
m
]

b)

– 30

180

170 30

40

– 25

– 20

– 15

– 10

Y [mm] X [mm]

Z 
[m
m
]

Fig. 7. Results of 3D isosurface imaging for (a) hard and (b)
soft inclusions (images obtained from strain elastography

data).

A comparison between the isosurfaces extracted
from the B-mode image dataset and normalized strain
images (Fig. 8) showed that the volume of strain-
based 3D image was underestimated. For both inclu-
sions, the volumes were smaller in the case of rendering
from strain images. The hard inclusion in Fig. 8a was
less correlated with the reference obtained from the
B-mode image dataset, in comparison to the soft one
(Fig. 8b).

The quantitative results of comparison of inclusions
obtained by 3D imaging of reflections and strain are
presented in Table 1.

The volumes obtained from strain elastograms were
smaller in comparison to those obtained from the
B-mode (remarkably about 30% for the hard inclu-
sion and a bit less for the soft one ∼15%). The corre-
spondence between the volume of inclusion based on
B-mode images and the volume based on strain elas-
tography was good (the Jaccard coefficient within the
range 0.64–0.74).

Table 1. Quantitative comparison of obtained dimensions and volumes.

Volume rendered

from 3D data

[mm3]

Diameter

from 3D data

[mm]

Length

[mm]

Diameter

from static data

[mm]

Jaccard

similarity

coefficient

Hausdorff

distance

[mm]

Hard inclusion

[75 kPa]

Reflections 2832.2 13.92± 1.65 14.10± 0.47 16.30± 0.40
0.64 4.85

Strain 1970.0 13.02± 2.66 15.53± 0.21 15.98± 1.27

Soft inclusion

[7 kPa]

Reflections 2744.1 15.30± 1.77 16.08± 0.29 15.30± 1.20
0.74 3.77

Strain 2361.5 14.46± 2.94 15.26± 0.48 12.34± 1.20
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Fig. 8. Comparison of isosurfaces obtained from volumes
reconstructed from B-mode (red) and normalized strain im-
ages for (a) hard (blue) and (b) soft (yellow) inclusions.

The comparison of diameters and lengths showed
that the diameter value is less correlated with the mea-
sured from the isosurface obtained from B-mode im-
ages than the length for both inclusions. The Jaccard
similarity coefficient and the Hausdorff distance shows
that the isosurface of the soft inclusion was in better
correlation to the isosurface obtained from the B-mode
dataset.

4. Discussion

The obtained results confirm the endogenous
motion-based elastography as a feasible technique.
The 3D freehand visualization of the inclusions by the
strain was successful. Thresholding of strain dataset pro-
ved as sufficient with elastograms of at least 0.03%
of the mean strain. To the best of our knowledge, there



A. Sakalauskas et al. – Three-Dimensional Freehand Ultrasound Strain Elastography Based. . . 227

is no published data about the results of endogenous
strain 3D imaging, so it is hard to discuss in a direct
comparison and to make a comparison with an exist-
ing technique. The range of strain for 3D imaging was
evaluated by Havre et al. (2017), but for the case of
real-time elastography. In their study, sufficient strains
levels were found in range of approximately 0.1% to 2%
for the by hand deformations of phantom. Our in vitro
pilot achievement is obtained not by external sources
of deformations, but by internal sources and with an
even smaller strain of only >0.03%. Our findings show
that soft inclusion was in better correspondence with
the reference obtained from B-scans in comparison to
hard inclusion. However, the discrepancy of quanti-
tative estimates shows the limitations of our method
studied. In general, the freehand 3D imaging with ul-
trasound is found to result in discrepancies as reviewed
by Mozaffari and Lee (2017). They reviewed that
with the electromagnetic positioning system the vol-
ume estimation accuracy errors from 1.1% to 5.44%
are possible. These accuracies are reviewed for the
cases with B-scan images obtained in vitro. In our
case, only discrepancies of estimates between B-scan
images and strain images are possible, as we used in-
lab-made phantoms of non-verified dimensions. Both
inclusions were found to be smaller when the isosurfa-
ces and volumes extracted from the reflection image
data and the strain image data were compared. The
volumes of elasticity obtained were smaller by up to
30% compared to volumes reconstructed with B-scan.
This total discrepancy includes the level of about 5%
of volume estimation accuracy that is a common fea-
ture for 3D ultrasonic imaging with an electromagnetic
positioning system. So about 25% discrepancy we at-
tribute to the strain image reconstruction. Strain vol-
umes were estimated to be smaller than volumes re-
constructed from B-scans, and this is contrary to (Lee
et al., 2018). The 3D freehand ultrasound elastogra-
phy study, where the measured volumes were highly
correlated with reference values in a commercial phan-
tom. The absolute values of the volumes and dimen-
sions (provided in Table 1) used for comparison were
estimated from the measurements based on the scan-
ning data. Although ultrasound velocity in the phan-
tom base material and inclusions might be different
and not exactly known, the scanner setting for ve-
locity is standard – 1540 m/s, as always in clinical
practice. Therefore, the estimates calculated assum-
ing the uniform speed 1540 m/s, have deviation from
the real values. From B-scan images, obtained with
a fixed probe, diameters of inclusions, we found a little
distorted from a round shape: the hard inclusion di-
mensions in X and Y directions were 16.3± 0.4 mm,
that is 2.5% distortion from the round shape, and
for soft inclusion 15.3± 1.2 mm the 7.8% distortion
from the round shape. The variations of a sound speed
in agar mixtures of the similar magnitude were found

(Burlew et al., 1980; Madsen et al., 1998). So, we
attribute the diameter discrepancies to uncertainty
of the sound speed in agar mixtures. Distortions from
the round shape of inclusion diameters in strain im-
ages are much more significant, that we originate from
strain imaging peculiarities which have not been dis-
covered yet.

The preparation of inclusions intended a threefold
difference in stiffness of agar mixtures. The soft in-
clusion was 7 kPa versus 25 kPa stiffness of the back-
ground material, or 3.6 times difference. This possi-
bly resulted the contrast between inclusion and back-
ground was a bit larger for soft inclusion in 2D elas-
tograms. The hard inclusion was 75 kPa versus 25 kPa,
so the stiffness ratio was 3 times.

The endogenous motion is relatively weak in com-
parison to compressions induced by the ultrasound
probe, but has potential for the assessment of deeper
layers of tissue. It should be noted that the ampli-
tude of the imitated displacements reached only 20 µm
(Fig. 4), meanwhile we have found it to be close
to 100 µm in the specific segment of the liver, close to
the beating heart, in a previous study (Sakalauskas
et al., 2016). The better contrast of the strain elas-
togram could be expected for larger displacement am-
plitude. Researchers (Lee et al., 2018) have indicated
that the 3D freehand elastography using probe com-
pressions suffers from respiratory and cardiac motion
artefacts, which is not the case for the presented tech-
nique where the cardiac activity will serve as an exci-
tation source.

5. Limitations of the study

We have identified few limitations of the study.
Firstly, the inclusions in the laboratory-prepared phan-
tom had a relatively high stiffness difference in compa-
rison to the background (75 kPa and 7 kPa in contrast
to 25 kPa). The approach of phantom preparation re-
quires a relatively stiff background material that can
hold its form. The very soft (less 25 kPa) background
material does not allow the implementation of inclu-
sions as hanging structures above the rubber vessel.
We have plans to manufacture a phantom of a differ-
ent structure, having the soft background material and
inclusions closer to the background in stiffness. In fu-
ture studies, the new structure phantom would enable
evaluating the potential stiffness contrasting possibil-
ities of the technique. The presented study was just
a first step proof of a concept, confirming the method
as promising.

Secondly, the trajectory of a freehand probe mo-
tion in our case was approximately linear. Only axial
displacements were evaluated in our study, the lateral
and respectively strain in that direction do not provide
sufficient contrast for 3D rendering. Using other, more
complicated trajectories possibly will introduce differ-
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ent 3D reconstruction errors, although the 3D render-
ing method (Eqs. (3) and (4)) allows free trajectories of
any shape. We hypothesize, that the lateral sampling
(more scanning lines) could be employed in the future
studies. As well the lateral displacements, that are pos-
sible to detected with the GLUE algorithm, could pro-
vide an extra contrast in the elastogram from lateral
strain.

Thirdly, the low strain elastograms were filtered by
using a relatively simple technique – the mean strain
value threshold, and it was noticed that some elas-
tograms selected after filtering do not provide high con-
trast of the inclusion. These elastograms affected the
final precision of the isosurface of the inclusion dimen-
sions and the volume estimates. We have shown the
technique to be feasible, however, we have to admit
that the endogenous motion of the cylindrical shape
of source is still too simple an approximation of the
in vivo case. The properties of rubber vessels were
not controlled in the experiments, while the stiffness
of blood vessels has its own physiological behavior
in vivo. Time waveforms of endogenous displacements
and their frequency spectrum features which have been
found related to a waveform pattern of an excitation
pressure. The surrogate waveform induced in the phan-
tom needs adjustments to the waveform features of in
vivo displacements. Thus, living tissue requires further
investigation, which can allow for a more reliable selec-
tion of frames for 3D rendering. It was found that the
low mean strain of the frame is not always followed by
a low contrast elastogram and vice versa. Such findings
are still difficult to explain and will be investigated
more widely in future studies. Repeatability of the
method was not evaluated. However, we still recall that
this pilot study was conducted just to evaluate the fea-
sibility of performing 3D imaging of endogenous strain.

6. Conclusion

The results obtained confirm the endogenous
motion-based 3D elastography as a feasible tech-
nique. The freehand 3D visualization of the inclusions
by the strain was successful. However, quantitative
measurements showed that the accuracy of the method
in volumetric measurements is limited.
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1. Introduction

Under ordinary conditions, the solid-to-gas ultraso-
nic transmission encounters the problem of large acous-
tic impedance mismatch and makes it difficult to trans-
fer the ultrasonic wave energy commutatively.

It is due to the close to zero transmission coeffi-
cient of an equation expression in the form of wave
impedance, for the linear wave field, defined by di-
viding wave pressure with the particle velocity at
some position. In an unbounded medium, the wave
impedance is independent of the position and is nu-
merically equal to the product of density and wave
velocity, i.e., Z = ρv [Pa ⋅ sec ⋅m−1] known as “the spe-
cific or characteristic wave impedance”.

Consequently in the gas sensor field, it is difficult
to use directly the piezoelectric crystal device to detect
gas features, etc., (Lynnworth, 1965). One may turn
to the medium of slower density, like P(VDF/TrFE)
(Takahashi, Ohigashi, 2009), or other technologies,
i.e., adding the chemical reaction film (Wang et al.,
2021), the transition layer (Surappa et al., 2018), or
a resonance cavity (Dong et al., 2003) for the specific
kind of gas.

In essence, the fundamental solution is to slow the
piezoelectric wave impedance in order to interact be-
tween solid and gas, which is a problem of equal sci-
entific and practical significance as well as helpful for
the above technology.

Unfortunately no one attempts to slow the wave ve-
locity to obtain smaller wave impedance in the acous-
tic field. In the field of solid mechanics, the authors
of references (Yuan, 2016; 2019; Yuan, Jiang, 2017;
Yuan et al., 2016; 2020; Yuan, Li, 2015a; 2015b) in-
vestigated the propagation, refection and transmission
processes of bulk waves in the rotating piezoelectrics
and pyroelectrics, from which it is found that the
Coriolis force due to rotation can change the bulk wave
velocities.

Accordingly, the objective of the present study con-
sists in investigating the piezoelectric wave impedance
characteristics in the acoustic field using the Coriolis
force.

2. Problem formulation and results

The object of investigation is an infinite piezoelec-
tric medium (Fig. 1), in which the computational co-
ordinates (x1, x2, x3), ni, θ, and Ωi are indicated.
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Fig. 1. Wave propagation in the infinite piezoelectric crys-
tal: ni wave propagation vector, θ wave propagation angle,

Ωi rotation speed vector.

We introduce the Coriolis force Ki due to rotation
(Suchkov et al., 2011; Yuan, Jiang, 2017)

Ki = 2ρεirkΩr

∂uk

∂t
(1)

to the piezoelectric motion equation and obtain:

Cijkluk,li + ekijφ,ki = ρ [∂2uj
∂t2

+ 2εjikΩi

∂uk

∂t
],

−ǫijφ,ji + eikluk,li = 0,

(2)

where ρ represents mass density, t is time, uj is the dis-
placement vector, φ is the electric potential, εjik, Cijkl,
ekij , ǫij indicate the tensors of permutation, elasticity,
piezoelectricity, and permittivity constant. Ωi is the
rotation speed vector whose unit is the same with
the wave frequency ω, so the dimensionless quantity
of the rotation ratio ηi = Ωi/ω is used in the following.

Without loss of generality, we seek a harmonic
plane wave solution in the form:

{u1, u2, u3, φ} = {U1, U2, U3, Φ} eIω(sixi−t), (3)

where si is the slowness vector, ω is the wave frequency
and I equals to

√
−1. (Ui, Φ) are amplitudes of the

displacement and the electric potential {u1, u2, u3, φ}.

Table 1. Lithium niobate (LiNbO3) material parameters (James, 1975).

Elasticity tensor Cij [GPa]
C11 C33 C44 C12 C13 C14

203 245 60 53 75 9

Piezoelectric stress tensor eij [C/m2]
e15 e22 e31 e33

3.7 2.5 0.2 1.3

Normalized permittivity tensor ǫij/ǫ0
ǫ11/ǫ0 ǫ33/ǫ0

44 29

Vacuum permittivity ǫ0 [F/m] 8.854 × 10−12

Density ρ [kg/m3] 4700

After substituting Eq. (3) in (2), we obtain:

⎡⎢⎢⎢⎢⎢⎣
slsi

○

Cirkl − ρδrk − 2Iεrikηi sjsi
○

ejir

slsi
○

eikl −sjsi
○

ǫij

⎤⎥⎥⎥⎥⎥⎦
⎧⎪⎪⎨⎪⎪⎩
Uk

Φ

⎫⎪⎪⎬⎪⎪⎭=
⎧⎪⎪⎨⎪⎪⎩
0

0

⎫⎪⎪⎬⎪⎪⎭, (4)

where

si = ni/v, (5)

ni denotes the wave propagation vector (Fig. 1), and
v is the wave velocity. Replacing the slowness vector
in Eq. (4) by Eq. (5) and considering the condition of
non-vanishing (Ui, Φ), we obtain an associated charac-
teristic polynomial equation about v.

As an computational example, the material param-
eters of piezoelectric medium lithium niobate are listed
in Table 1 and their Voigt notation matrices were pre-
sented in (Ledbetter et al., 2004).

The computation was carried out under the follow-
ing conditions: the rotation ratio ηi =

Ωi

ω
, in which the

subscript i indicates that the rotation axis is the xi
axis; ω – wave frequency – (= 1 MHz) and the wave
propagation vector of (sin θ, 0, cos θ) lies on the x1–x3
plane without loss of generality.

According to the computation results of Eqs. (4)
and (5), it is found that when the rotation ratio
about any axis is above 0.00235, the real part of ve-
locity of the longitudinal wave vanishes, which implies
that it does not propagate and becomes the harmonic
form of vibration in the angular frequency ω.

Therefore, in Fig. 2, a dimensionless quantity of
Z(ηi = 0.002)/Z0 is defined as the ratio between wave
impedances in the case of ηi = 0.002 and the case of
ηi = 0.

Figure 2 exhibits the variations of wave impedance
ratios of L, T1, and T2 waves as function of the prop-
agation angle θ in the case of η1, η2, η3 = 0.002, respec-
tively. We see that the increases of L wave impedance
due to rotation are different with θ especially in the
case of η3; in contrast, the wave impedance of T2 wave
drops remarkably below the half of the case of without
rotation almost at any θ. The feature of T1 wave is
similar to T2 wave in the case of η2 and shows a big
change with θ in the case of η3.
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Fig. 2. Wave impedance ratio variations with wave prop-
agation angle: a) indicates the case of rotation about the
axis x1; b) the axis x2; c) the axis x3. L represents the lon-

gitudinal wave, and T1, T2 the transverse waves.

Next, setting θ = π
2
, we can investigate the wave

impedances as a function of the rotation ratio as shown
in Figs. 3, 4, and 5.

The L wave only exists for a low rotation ratio, i.e.,
η < 0.00235. The changes of L wave impedance initially
are not obvious and then become large especially in the
case of rotating about x2, x3 as shown in Fig. 3.

Figure 4 shows the variation of the wave impedance
ratio of T1 wave as a function of the rotation ratio.
We see that T1 wave is not sensitive to rotation ex-
cept for small η: the wave impedance ratio of η1
grows rapidly to be in the vicinity of 1.4, and then
remain unchanged; in the cases of η2 and η3 their wave
impedances are similar.

0

1

2

3

4

5

6

0 0.0005 0.001 0.0015 0.002 0.0025

Z/
Z 0

�

2,3

1

Fig. 3. Wave impedance ratio of L wave rotating about x1,
x2, and x3 axis, 1 indicates axis x1, 2 – x2, 3 – x3.
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Fig. 4. Wave impedance ratio of T1 wave rotating about x1,
x2, and x3 axis, 1 indicates axis x1, 2 – x2, 3 – x3.
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Fig. 5. Wave impedance ratio of T2 wave rotating about
x1, x2, and x3 axis, 1 indicates axis x1, 2 – x2, 3 – x3.

From Fig. 5, we see that the wave impedance ratio
of T2 wave is a monotone decreasing function of the
rotation ratio of η1, η2, and η3.

Analyzing the curves of Figs. 3–5, we assert the fol-
lowing: the numerical results presented indicate that
the rotation influence on wave impedance is remark-
able; however, wave impedance variations of longitu-
dinal and transverse waves due to rotation differ dis-
tinctly. For instances, the longitudinal wave impedance
continuously increases within a small rotation ratio.
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For transverse waves, one transverse wave impedance is
almost irrespective of the rotation ratio η except for the
small interval of the rotation ratio η, out of which it ac-
quires a horizontal line irrespective of the rotation ra-
tio. On the other hand, T2 wave impedance of the other
transverse wave between the interval of η = 0 and 1
drops monotonically (Fig. 5). When the rotation ratio
η is 1, its wave impedance decreases by 95%. Thus, the
application of this wave of a transverse mode is partic-
ularly advantageous to acquire small wave impedance
in the associated technologies.

3. Conclusions

The wave impedances in the rotating piezoelec-
tric crystal are studied theoretically and numerically.
We note that, characteristically, the Coriolis force in-
duced by rotation is justified to significantly alter
wave impedances, particularly to that of the transverse
wave. As the rotation increases, the wave impedance of
T2 wave become small monotonically, this, in essence,
increases the transmission coefficient and accordin-
gly enhances the interaction between gas and the piezo-
electric crystal. Such distinct attributes are very valu-
able from the viewpoint of the practical utilization, i.e.,
in the acoustic electronic devices like the piezoelectric
transducer and acoustic sensors, which have never been
reported and put into application before.
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In detecting cluster targets in ports or near-shore waters, the echo amplitude is seriously disturbed by
interface reverberation, which leads to the distortion of the traditional target intensity characteristics, and
the appearance of multiple targets in the same or adjacent beam leads to fuzzy feature recognition. Studying
and extracting spatial distribution scale and motion features that reflect the information on cluster targets
physics can improve the representation accuracy of cluster target characteristics. Based on the highlight model
of target acoustic scattering, the target azimuth tendency is accurately estimated by the splitting beam method
to fit the spatial geometric scale formed by multiple highlights. The instantaneous frequencies of highlights are
extracted from the time-frequency domain, the Doppler shift of the highlights is calculated, and the motion
state of the highlights is estimated. Based on the above processing method, target highlights’ orientation, spatial
scale and motion characteristics are fused, and the multiple moving highlights of typical formation distribution
in the same beam are accurately identified. The features are applied to processing acoustic scattering data
of multiple moving unmanned underwater vehicles (UUVs) on a lake. The results show that multiple small
moving underwater targets can be effectively recognized according to the highlight scattering characteristics.

Keywords: motion small cluster targets; feature fusion; azimuth trend scale; azimuth trend Doppler.
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1. Introduction

The early warning and defence of ports, islands,
and large floating platforms is mainly conducted by
small targets such as frogman teams and underwater
robot clusters (Jiang et al., 2009; Huang et al., 2020).
In recent years, many countries have invested great ef-
forts in studying the detection technology for small
underwater targets. Diver detection sonar (DDS) is an
important equipment for small underwater target de-
tection (Sarangapani et al., 2005; Lo, Ferguson,
2004). The Sentinel intruder detection sonar system
by the American Sonardyne Company has a working
frequency of 70 kHz, a bandwidth of 20 kHz, and an
operating range of 600–900 m. The AquaShield detec-
tion sonar by the Israeli DSIT Company has a receiv-
ing array length of 1250 mm, a working frequency of
60 kHz, and an operating range of 700–1000 m. The
X-type underwater monitoring system of the British

Oceanscan Company can automatically track multiple
targets at the same time; the operating frequency is
100 kHz, the operating range is 500–1000 m, and the
direction-finding accuracy is 1○. The centre frequency
of most diver detection sonar is mainly concentrated
in the range of 60∼100 kHz, the bandwidth is 20 kHz,
and the detection range is hundreds of metres to kilo-
metres. Diver detection sonar is a high-resolution im-
age sonar that takes small targets as detection ob-
jects. The higher the working frequency is, the more
detailed the description of the targets; however, the
higher the frequency is, the closer the operating dis-
tance and its design are restricted by the resolution and
operating distance. In the measurement test of small
targets at sea, at 100 kHz, the target intensity of diver
is −25∼−20 dB, and the average target intensity of the
frogman’s exhalations (bubbles) is −14 dB (Hollett
et al., 2006). In addition, the average travelling speed
of the frogman under load is approximately 1.8 km/h,
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and the driving speed of the frogman carrier under
load can reach 4.5–5.4 km/h. “Tuna 9” is a hand-held
unmanned vehicle that is used to perform coastal and
port monitoring and anti-mine warfare tasks in shal-
low water environments, and the maximum speed of
the “Tuna 21” – a submersible craft of the same series
– is 4.5 knots (Zhang, Tong, 2008). It can be seen
that the target intensity of small underwater targets
is low, the echo is weak, and the shallow sea inter-
face reverberation makes the signal mixing ratio of the
received signal low. A small target is mobile and flex-
ible, but its moving speed is slow, the echo Doppler
shift is low, and the classical frequency domain filter-
ing makes it difficult to complete the high-resolution
frequency shift estimation. The size and shape of dif-
ferent kinds of small targets lead to different spatial
distributions of the target intensity. For an underwater
cluster composed of multiple small targets, the multi-
ple acoustic scattering interaction between the targets
increases the complexity of the physical characteris-
tics of the cluster targets. Therefore, it is important to
study objective acoustic features that are easy to ex-
tract and apply to describe underwater moving cluster
targets. The characteristics of the target acoustic scat-
tering echo are related to the natural vibration mode
of the target and the properties of the incident sound
wave. The approximate calculation method of the tar-
get acoustic scattering field is commonly used in engi-
neering, and the generation point of the scattering echo
is regarded as a highlight (Tang, 1994; Chen et al.,
2013). The acoustic scattering highlights of small clus-
ter targets with a certain distribution law will cover
a large scale in space and will be equivalent to large-
scale volume targets. However, due to the different spa-
tial distribution, motion speed, and motion state of
individual small moving targets constituting the clus-
ter, the target echo is reflected in the modulation of
Doppler; that is, the Doppler shift of the highlight
of individual small targets relative to the receiving ar-
ray is different. Although the clear echo structure of the
target cannot be obtained using active sonar to detect
small cluster targets, when the interface interference is
serious or multiple targets are in the same or adjacent
beam, the scattered waves of the strong highlights of
the target still contain rich target feature information.
Aiming to identify large-scale targets such as underwa-
ter crafts and small cluster targets in port monitoring,
this paper develops an extraction method of the spatial
scale and motion parameter features of the highlights
of the target. Based on the highlight model theory,
the acoustic scattering echo model of the relative mo-
tion between multiple highlights and the receiving hy-
drophone array is established. The azimuth tendency
of the target is estimated by the high-resolution split
beam method, and the spatial geometric scale covered
by multiple highlights is calculated. The target multi-
highlight structure is obtained in the Wigner-Weill dis-

tribution (WVD) time-frequency domain (Latif et al.,
2003; Rodríguez et al., 2004; Sabra, Anderson,
2014), the reverberation and cross-term interference
in the time-frequency domain are removed by mor-
phological filtering (Ronse et al., 2005; Bouaynaya
et al., 2008), and the instantaneous frequency of the
underwater target highlight is extracted. According to
the derived instantaneous frequency spectral line slope
and frequency shift relationship, the broadband spec-
tral Doppler shift of the highlight is calculated, and the
motion state of the highlight is analysed. Combined
with the target orientation, scale and motion informa-
tion, a multiparameter feature space is established to
describe the essential attributes of the target. The ef-
fectiveness of the features for identifying small cluster
targets is verified by simulations and lake experiments.

2. Multitargets resolution method

and theoretical derivation

For active sonar target detection, the spatial spec-
trum estimation method (Li et al., 2014) is often used
in engineering to suppress background interference and
determine target orientation. When different targets
are located in different scanning beams, they can be
easily distinguished. However, when the azimuth of
multiple targets is less than the beam resolution, multi
targets appear in the same beam, and only a bright
spot of multi-target energy superposition is displayed
in the angle-distance spectrum, it is difficult to distin-
guish different target highlights. On the basis of spa-
tial spectrum estimation results, this paper studies and
extracts the acoustic scattering characteristics of the
beam domain echo, and identifies the target through
the characteristics of the strong scattering highlights
superimposed in the echo. For an underwater vehicle
with a certain scale, the reflected echo generated by it
is an extended body with a certain distribution in the
range and orientation. This extended body is approx-
imately equivalent to the sum of several “highlight”
signals with a certain distribution in space (Yang,
Li, 2016). Small cluster targets work together under-
water in a planned formation, and the acoustic scat-
tering highlights of multiple small targets cover large-
volume targets with a certain scale in space. For large-
scale targets such as warships and submarines, the mo-
tion parameters of each strong scattering highlight on
the same target are the same. However, for the volume
target echo composed of multiple small targets, due
to the different spatial distribution and motion state
of each target, the phase and Doppler shift of each
highlight echo are also different. So the spatial orien-
tation distribution, dispersion scale structure features
and motion features of highlights are extracted and
fused to identify multiple underwater moving targets
in this paper. The method flow chart is shown in Fig. 1.
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Based on the target acoustic
scattering highlight model

Spatial spectrum estimation method to
obtain spatial orientation of target

The target echo distance is estimated
by the correlation ranging method

Constructing multi-characteristic parameter 
space to indentify cluster targets

The split beam method is used to
estimate the azimuth of N frame signal

WVD time frequency analysis
for echo signal

Least square fitting of target azimuth trend Removing cross phase and reverberation
interference by time-frequency image filtering

Determine and estimate target
scale parameters

Instantaneous frequency estimation 
and extraction of highlights

Calculating Doppler frequency offset
of broadband highlight

Fig. 1. Flow chart of multi-target resolution method.

First, a spatial spectrum estimation method is used to
obtain the target azimuth. Next, the scale of the tar-
get is obtained by estimating the target azimuth trend,
and then Doppler frequency shift of the highlights is
estimated by extracting the instantaneous frequency
of the target in the time-frequency domain. Finally,
the multiparameter joint feature space is established
to identify different targets in the same beam. The re-
levant theories and derivation of azimuth trend target
scale estimation and Doppler parameter estimation are
given in Subsecs. 2.1 and 2.2, respectively.

2.1. Azimuth trend target scale estimation

Target scale estimation based on the target az-
imuth trend is an effective scale recognition method
(Ma et al., 2004; Zhou, Yi, 2004; Jiang, Xiang, 2019)
that has been applied in practical engineering. The ba-
sic idea of azimuth trend scale recognition is as follows:
the target echo signal is divided into N subframes. Ac-
cording to the signals received by multiple array el-
ements, the split beam method is used to obtain the
azimuth estimation θi (i = 1,2, ..., N) of each subframe
signal with N azimuth estimation values in total, and
then the least squares linear fitting is used to obtain

the azimuth trend value, that is, the linear estimation
of the maximum angle range of the echo distribution
over the whole target coverage space within the echo
duration. Then, the target azimuth trend Tr is esti-
mated.

It is assumed that the signals received by the two
array elements with d space are x(t) and y(t) = x(t+τ),
and the relative delay is τ = d sin θ/c. The two signals
are Fourier transformed, and the cross-power spectrum
of the sequence is calculated as follows:

Pxy = X(ω)Y H(ω)
= X(ω) [X(ω)ejωτ ]H = ∣X(ω)∣2 e−jωτ . (1)

It can be seen from the above equation that the
phase angle of the cross-power spectrum of the output
sequence of the two array elements is the phase differ-
ence generated by the incident signal on the two array
elements, and the azimuth θ of the target can be calcu-
lated according to the phase angle of the cross-power
spectrum. If the azimuth θi (i = 1,2, ...,N) of each sub-
frame is obtained by splitting beam accurate azimuth
estimation, it is assumed that the fitting equation is:

θ = a + b ⋅ i. (2)
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The least square minimizes the value in Eq. (3):

Θ =
N

∑
i=1

(θi − θ)2 = N

∑
i=1

(θi − (a + b ⋅ i))2. (3)

We can obtain two equations that determine a and b:

a =
6

N(N + 1) (2N + 13
A −B),

b =
12

N(N2 − 1) (B −AN + 12
).

(4)

In Eq. (4), assume
N

∑
i=1

θi = A,
N

∑
i=1

θii = B.

The azimuth trend scale value Tr is obtained as
follows:

Tr = θ(N) − θ(1) = b(N − 1)
= 12( B

N(N + 1) −A 1

2N
). (5)

Although azimuth trend scale identification has
been applied in practical engineering, it is worth study-
ing how the general law of the azimuth trend changes
when cluster targets are incident in different spaces. In
this paper, the azimuth trend values under different in-
cident azimuth angles are obtained by simulating the
superimposed multi-highlight echo. The general vari-
ation law is given, and the identification angle range
with good effect can be obtained by using the azimuth
trend for scale estimation.

2.2. Azimuth trend Doppler parameter estimation

In active detection, when there is relative motion
between the sonar system and the target, the car-
rier frequency of the secondary transmitted wave re-
ceived by the sonar system will produce a Doppler ef-
fect, which is manifested in the echo signal expand-
ing in the time domain and shifting in the frequency
domain (Boashash, 1992). Broadband transmitting
signals are often used for detection. The echo signal
contains more target attribute information and can
improve the time-frequency resolution. Analysing and
deriving the expression of the Doppler shift of wide-
band echo is the basis of studying the feature extrac-
tion method of the Doppler shift of target acoustic
scattering highlights.

As shown in Fig. 2, the combined transceiver mode
is adopted. The acoustic source emits a signal s(t) in
the far field. The point source target moves at a uni-
form speed from starting position A at speed µ, the
angle relative to the combined transceiver system is θ,
and v is the radial velocity component of the target.
Assuming that the target moves towards the sonar,
the pulse width of the transmitted signal is T . De-

A B

'∆l

d

θ

µ

( )s t

θ
v

Fig. 2. Target motion model.

rived from the geometric relationship, the received sig-
nal pulse width (Sheng et al., 2020) is:

T1 =
1 − v

c

1 + v
c

T = s ⋅ T. (6)

The speed of the underwater vehicle is markedly
smaller than the speed of sound v ≪ c, assuming

s =
1 − v

c

1 + v
c

=
c − v

c + v
≈ 1

2v

c
= 1 −∆,

∆ = 2v
c

will be called the Doppler factor, fd =
2v
c
f0

represents Doppler frequency shift in the frequency do-
main, and f0 is the transmission signal frequency.

For broadband signals, different frequency points
correspond to different Doppler shifts. The starting
frequency of the linear frequency modulation (LFM)
signal is set as fL, the cut-off frequency is fH , and the
frequency modulation slope is k = fH−fL

T
. Then, after

the Doppler effect occurs, the initial frequency of the
echo signal is set to fLecho = fL +∆fL, and the cut-off
frequency is set to fHecho = fH + ∆fH . According to
Eq. (6), the frequency modulation slope of the fre-
quency shift is:

kecho =
fH echo − fL echo

T1

=
fH +∆fH − fL −∆fL

sT
=
1 +∆

s
⋅ k. (7)

After reorganization:

∆ =
2v

c
=
kecho − k

kecho + k
. (8)

According to Eq. (8), the Doppler factor of the
broadband signal is related to the frequency modu-
lation slope of the transmitted signal and the received
highlight. As long as the frequency modulation slope of
the received highlight is detected, the Doppler shift
of the target can be estimated, and then the radial
motion velocity of the target can be obtained.

3. Numerical simulation and analysis

The performance of azimuth trend estimation,
Doppler parameter estimation of moving multiple
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highlight targets, and recognition of typical formation
motion highlights in feature space are verified through
three simulation experiments.

The target model composed of three small balls is
established. The coordinate system of the transceiver
array and the target model is shown in Fig. 3. The tar-
get model and the L-shaped array are located in the
xoz plane, in which the distance l1 between ball 1 and
ball 2 is 23 m, and the distance l2 between ball 2
and ball 3 is 53 m. The 28-element receiving array is
placed perpendicular to the z-axis, its first array el-
ement (set as the reference array element) is located
along the z-axis, the no. 2 small ball is located at the
coordinate (0, 0, 0), that is, the no. 0 beam is facing
the no. 2 small ball, and the transmitting array of the
L-shaped array is located near the reference array el-
ement, so the azimuth angle of the no. 2 small ball
relative to the reference array element is 0○. The dis-
tance between the first array element of the array and
the centre of the model is set as R, the target is located
in the far field, and the distance taken in the simula-
tion is R = 600 m. The angle between the longitudinal
line of the model and the z-axis direction is the inci-
dent angle ϕ, and φ1 and φ2 are the azimuth angles
of the reference array element corresponding to ball 1
and ball 3, respectively. The propagation time of the
target model echo reaching the reference array element
can be calculated according to the spatial position co-
ordinates of the transmitting point and the spatial po-
sition coordinates of the receiving array element, and
the echo signal received by the reference array element
can be obtained. The echo signal of other array ele-
ments can be calculated through the array popularity
matrix. The frequency range of LFM signal transmis-
sion is from fL = 100 kHz to fH = 200 kHz, and the
signal pulse width is 20 ms.

The L-shaped transmitting
and reveiving array

Fig. 3. Three-ball composition model.

Simulation analysis I: Azimuth trend estimation
of single and multiple highlight targets

The azimuth trend estimation of single highlight
and three highlight models at a certain angle and the

omnidirectional incidence is studied. The physical
properties of azimuth trend estimation are explained
with this trend estimation. The validity of azimuth
trend estimation affects the accuracy of target scale
estimation. The three highlight echo is composed of
the superposition of highlight components with differ-
ent time delays, amplitudes and phases, and the am-
plitude corresponding to the three components is set
to 0.8:1.2:0.6. The results are shown in Fig. 4.
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Fig. 4. Echo azimuth trend estimation: a) azimuth trend of
60○ incident angle; b) azimuth trend of different incident

angles.

Taking the incident angle ϕ = 60○, Fig. 4a shows
that for single highlight targets, the azimuth trend
value is very small, which is basically close to 0. Mul-
tiple highlights have a certain angle and distance dis-
tribution in space. The subframe segmentation in the
azimuth trend estimation process distinguishes each
highlight from the echo time or distance, accurately es-
timates the formation angle of each highlight by split-
ting the beam, and then obtains the maximum angle
distribution range of the target highlight by the least



240 Archives of Acoustics – Volume 48, Number 2, 2023

squares linear fitting. The estimated target azimuth
trend Tr = 7.6○, R1 = 593.1 m, and R2 = 604.4 m.
The calculated coverage scale of the three highlights
is 76.6 m, which is consistent with the simulation con-
dition of 76 m.

Figure 4b shows that the azimuth trend of a single
highlight changes little with the incident angles and is
also close to 0. The azimuth trend of multiple high-
lights with different incident angles is different. This is
mainly because the relative positions of multiple high-
lights change when the incident angles are different,
and the angular distribution of their echoes in space
is different. However, the azimuth trend near the pos-
itive cross tends to 0 because the time delay differ-
ence of each ball echo is very small, most of the echoes
overlap, and it is difficult to distinguish the highlights
through subframe segmentation.

From the above analysis, we can see that the essen-
ce of the so-called azimuth trend is to distinguish the
highlights through distance segmentation within the
echo duration and accurately estimate the azimuth
angle of the highlights by splitting the beam to ob-
tain a linear estimation of the maximum angular range
value of the echo distribution on the spatial distance
covered by multiple highlights. The azimuth trend is
an important feature that distinguishes multiple high-
light targets from point targets and can be used for
target scale recognition.

Simulation analysis II: Doppler parameter estimation
of moving multiple highlight targets

To analyse the effect of the Doppler shift estimation
method of the moving highlights, the instantaneous
frequency distribution of the highlight is extracted in
the time-frequency domain, and the Doppler shift is es-
timated by the relationship between the received high-
light time-frequency spectrum slope and the transmit-
ted signal frequency modulation slope. The initial state
of the three highlights is shown in Fig. 3, and those are
set to move at constant speeds of 1.2, 0, and −0.8 m/s.
According to the derivation in Subsec. 2.2, the expres-
sion of the echo signal obtained from the moving high-
light model is:

x(t) = 3

∑
i=1

xi(t) = 3

∑
i=1

Ai cos(2π(fl + fdi)t − πkdit2),
kdi =

B

(1 − fdi
fj
)T , (9)

where B is the bandwidth, T is the pulse width of the
transmission signal, fdi is the Doppler frequency shift
of the i-th highlight, and fj ∈ [fLfH].

To calculate the Doppler frequency shift of the
moving target, it is necessary to obtain the instanta-
neous frequency of the highlight. In this paper, WVD
is used to map the echo data to the time-frequency do-
main. The WVD of the LFM signal has the best energy

aggregation in the time-frequency distribution method,
and the signal energy is concentrated on a straight line
that can reflect the instantaneous frequency change of
the signal. However, there is cross-term interference
in the multicomponent WVD. Morphological filtering
is used to filter out cross-term interference by selecting
appropriate structural elements, and the instantaneous
frequency distribution of echo highlights is extracted
without changing the time-frequency resolution and
signal energy.

a)

0 10 20 30 40
Time [ms]

0.1

0.11

0.12

0.13

0.14

0.15

0.16

0.17

0.18

0.19

0.2

N
or
m
al
iz
ed
fre
qu
en
cy

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

b)

0 10 20 30 40
Time [ms]

0.1

0.11

0.12

0.13

0.14

0.15

0.16

0.17

0.18

0.19

0.2

N
or
m
al
iz
ed
fre
qu
en
cy

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Fig. 5. Multiple highlight time-frequency distribution:
a) time-frequency distribution of multiple highlights;
b) highlight distribution after removing cross-term in-

terference.

Figure 5a shows the time-frequency distribution of
three highlights. The horizontal axis represents time,
and the vertical axis represents normalized frequency.
The normalized frequency is the ratio of signal fre-
quency to the sampling frequency. In the experiment,
the sampling frequency is 1 MHz. Theoretically, the
time-frequency distribution should be three continu-
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ous line spectra in the time-frequency domain, but the
number of line spectra in the figure is greater than
three, which is due to cross-term interference generated
by the WVD algorithm. According to the morpholog-
ical difference between highlight echo and cross-item
interference, here, an inclined line with the same slope
as the transmitted signal, is selected as the structural
element, its length is half of the pulse width of the
transmitted signal, and image objects of corrosion and
expansion operations are used. The processing result
is shown in Fig. 5b. The cross-term interference in the
time-frequency plane is removed by morphological fil-
tering, but the weak energy at the beginning and end
of the highlight line spectrum is corroded, which does
not affect the extraction and calculation of the line
spectrum slope.

According to the time delay energy distribution of
highlights, the line spectrum components of three high-
lights are searched and extracted, and the instanta-
neous frequency line spectrum of each highlight is ob-
tained, as shown in Fig. 6. The slope of each highlight
line spectrum is calculated as 5.0145e6, 4.9972e6, and
4.9917e6 by using the method of overlapping and aver-
aging, and the slope of the transmitted signal is 5.0e6.
The spectral slope of the no. 1 sphere increases rela-
tive to the transmitted signal, indicating that the high-
light moves towards the transceiver transducer. The
spectral slope of the no. 3 sphere decreases relative to
the transmitted signal, indicating that the highlight
moves to the transceiver transducer in a reverse man-
ner. The no. 2 sphere is located on the centreline of
the transceiver transducer, and its radial velocity in the
direction of the transceiver transducer is 0, so the line
spectrum slope is closer to the spectrum slope of the
transmitted signal. According to the instantaneous fre-
quency slope and Eq. (9), the radial velocity corre-
sponding to the line spectrum is calculated as shown
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Fig. 6. Multiple highlight instantaneous frequency extrac-
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in Fig. 7, which is 1.1, 0.2, and −0.63 m/s, respectively,
which is basically consistent with the simulation con-
ditions. The speed estimation accuracy is related to
the calculation accuracy of the frequency modulation
slope of the highlight, and it depends on the resolution
of the instantaneous frequency of the highlight. The
frequency resolution is inversely proportional to the ef-
fective length of the analysis signal. The simulation
analysis signal length is 20 ms, and the corresponding
frequency resolution is 50 Hz. According to the Eq. (8),
the radial speed error is approximately 0.2 m/s.

Simulation analysis III: Recognition of typical
formation motion highlights in feature fusion space

Verify the effectiveness of highlight identification
in feature fusion space. The three-dimensional feature
space of the target highlights is constructed by fus-
ing the spatial orientation, velocity, and azimuth trend
scale information, and the feature space distribution
under the typical formation of multiple highlights is
studied to identify the cluster targets. The spatial res-
olution of the receiving array is approximately 1○, and
the three highlights move parallel to the x-axis with
uniform speeds of 0.8, 1.6, and 2.2 m/s.

Assuming that the three highlights are arranged
in a horizontal line, the vertical distance from the
transceiver system is 600 m, and the spatial azimuth
angles of the three highlights are −28, −30, and −31.5○,
as shown in Fig. 8a. The orientation, azimuth trend
scale, and Doppler parameters of the three highlights
are extracted, the motion speed and coverage space
scale of the echo are calculated and obtained, and the
feature space is constructed, as shown in Fig. 8b.
The spatial orientation of the three highlights is the
same as the simulation setting, with speeds of 0.68,
1.53, and 2.1, respectively, and the coverage space scale
is 48.2 m.
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Fig. 8. Spatial characteristic distribution of the highlights
in a line: a) spatial distribution of the highlights in a line;

b) characteristic space of three highlights in a line.

Assuming that the three highlights are arranged in
a straight line, the vertical distances from the trans-
ceiver system are 600, 603, and 608 m, and the ver-
tical distances from the three highlights to the y-axis
are all 10 m, as shown in Fig. 9a. The feature quan-
tity of the three highlights is extracted and calcu-
lated, and the feature space is constructed, as shown in
Fig. 9b. The spatial orientation of the three highlights
is −30○ because the spatial orientation distribution dif-
ference of the highlights is less than the resolution of
the receiving array, resulting in the inability to accu-
rately distinguish. The estimated velocities of the three
highlights are 0.69, 1.45, and 2.14 m/s. The orientation
estimation error is within the range of 1○, which has
little impact on the velocity accuracy and can be ig-
nored. The spatial scale covered by the three highlights
is 8.3 m.

Assuming that the three highlights are arranged in
a triangular formation, the vertical distances from the
transceiver system are 600, 610, and 600 m, and the ver-
tical distances from the three highlights to the y-axis
are 5, 10, and 15 m, as shown in Fig. 10a. The con-
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Fig. 9. Spatial characteristic distribution of three highlights
in a column: a) spatial distribution of the highlights in a col-
umn; b) characteristic space of three highlights in a column.

struction feature space is shown in Fig. 10b. The spa-
tial orientation of the three highlights is approximately
−28.5○, the speeds are 0.68, 1.43, and 2.06 m/s, and the
spatial scale covered is 10.4 m.

In summary, multiple highlights can be covered in
large-scale targets in space. For clusters, due to the dif-
ferent motion states of small targets constituting clus-
ters, the motion characteristics of multiple highlights
in space are also different. Therefore, large-scale tar-
gets such as underwater crafts and cluster targets can
be distinguished.

The simulation assumes that the target moves at
a horizontal uniform speed; however, the target atti-
tude and motion state of the actual cluster are usu-
ally unknown, so the actual motion speed of the target
cannot be obtained, but the radial velocity of high-
lights still can be estimated according to the frequency
modulation slope, and it can be determined that they
belong to different targets according to the difference
of the radial velocity in the same wave beam. In ad-
dition, during long-term underwater monitoring, the
movement speed of the cluster also changes, and we
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Fig. 10. Spatial characteristic distribution of three high-
lights in a triangle formation: a) spatial distribution of
three highlights in a triangle formation; b) characteristic

space of three highlights in a triangle formation.

can divide and analyse the length of the received data
according to the resolution requirements, calculate the
characteristic parameters of different data segments,
and obtain real-time dynamic cluster characteristics
for cluster target recognition.

4. Experimental analysis and verification

To verify the effectiveness of the multi-feature fu-
sion method in identifying cluster targets, the expe-
riment uses two small-scale UUVs moving underwa-
ter, with a length of 2.3 metres. The layout of the
experiment is shown in Fig. 11. Using the combi-
ned transceiver detection mode, the pulse width of
the transmitted linear frequency modulated signal is
2 ms, the frequency band is 100∼200 kHz, the sam-
pling rate is 1 MHz, the reception is a 28-element linear
array, and the angular resolution of the conventional
beamforming is 3.6○. The test conditions are as follows:
one UUV and two UUVs sail autonomously on the side
of the measuring ship at different speeds. The echo
data of one UUV moving in a straight line at the side

Fig. 11. Experimental layout.

of the measuring platform at a speed of 1.2 m/s and the
echo data of two UUVs moving in circles at the side of
the platform at speeds of 1.2 and 0.8 m/s are selected
for data analysis and processing. The treatment results
of typical working conditions are as follows.

5. Experimental results and analysis

(1) A single UUV sails in a straight line with
a speed of 1.2 m/s parallel to the ship’s side under-
water. The time distance diagram of the target echo
is shown in Fig. 12. Taking the 220th echo data for
analysis, the spatial orientation of the target is shown
in Fig. 13, and the target appears in the −12.4○ orien-
tation of the transceiver. Then, WVD time-frequency
analysis is performed on the target echo, and the time-
frequency distribution results are shown in Fig. 14a.
Because there is interference in WVD, image morpho-
logical filtering is used to remove the cross term and the
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Fig. 12. Target time-distance diagram.
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Fig. 14. Time-frequency distribution of target highlights:
a) time-frequency distribution of the target echo; b) time-
frequency distribution of the echo with cross-term interfer-

ence removed.

reverberation. The results are shown in Fig. 14b. It can
be seen that the target echo contains two scattering
highlight components, which are the echoes scattered

by the UUV cylinder. The instantaneous frequency dis-
tribution of highlights obtained by energy search in the
time-frequency domain is shown in Fig. 15. It is esti-
mated that the slopes of the instantaneous frequency
spectral lines of the two highlights are 5.0036e7 and
5.0033e7, which are slightly larger than the slope of the
transmitted signal of 5e7. The target moves towards
the transceiver, and the calculation speeds are 1.23 and
1.13 m/s, respectively, which are approximately equal
within the error range. It is estimated that the azimuth
trend of the target Tr = 4.8○, as shown in Fig. 16, that
is, the opening angle of the reference hydrophone array
element relative to the scatterer is 4.8○. Using the max-
imum detection method, the distance between the first
segment echo and the 32nd segment echo relative to
the reference array element is 24.4 and 24.1 m, respec-
tively. According to the triangular relationship, the
target scale covered by the two highlights can be esti-
mated to be approximately 2.1 m. Because the velocity

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Time [ms]

0.13

0.135

0.14

0.145

0.15

0.155

0.16

0.165

0.17

0.175

0.18

N
or
m
al
iz
ed
fre
qu
en
cy 5.0033e7

5.0036e7

Fig. 15. Instantaneous frequency extraction
of target highlights.

5 10 15 20 25 30
−15

−14

−13

−12

−11

−10

−9

−8

Subframe sequence number

Az
im
ut
h
tre
nd

[°]

Tr = 4.8°

Fig. 16. Target azimuth trend diagram.



Y. Yang et al. – Research on Scattering Feature Extraction. . . 245

of the two highlights is approximately the same, differ-
ent highlight components scattered by a target can be
analysed, which is consistent with the test situation.

(2) Two UUVs move in circles on one side of the
platform at speeds of 1.2 and 0.8 m/s. The time dis-
tance diagram of the target echo is shown in Fig. 17.
We take the 903rd echo data for analysis. At this time,
the no. 1 UUV passes the positive horizontal position
and moves away from the transceiver along the cir-
cumference. The no. 2 UUV moves towards the pos-
itive horizontal position of the transceiver along the
circumference. The spatial orientation of the target
relative to the transceiver is shown in Fig. 18. Both
UUVs appear in the 3.5○ orientation of the transceiver.
Then, the WVD time-frequency analysis is performed
on the target echo, and the time-frequency distribu-
tion results are shown in Fig. 19a. Image morphologi-
cal filtering is used to remove the interference, and the
results are shown in Fig. 19b. The target echo contains
three scattering highlights, and the instantaneous fre-
quency distribution of the highlight echo is found in
the time-frequency plane, as shown in Fig. 20. It is
estimated that the instantaneous frequency line spec-
tral slopes of the three highlights are 4.992e7, 5.004e7,
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Fig. 19. Time-frequency distribution of target highlights:
a) time-frequency distribution of the target echo; b) time-
frequency distribution of the echo with cross-term interfer-

ence removed.
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Fig. 20. Instantaneous frequency extraction
of target highlights.

and 5.004e7, and the corresponding radial velocities
are −0.6, 0.3, and 0.3 m/s. Because the motion atti-
tude of the target is not accurately known, that is,
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the angle between the target velocity and the radial
velocity is unknown, the target motion velocity can-
not be estimated from the radial velocity, but from
the radial velocity, highlights 2 and 3 are the scat-
tering components of the same target, moving towards
the transceiver, and highlight 1 is far away from the
transceiver. The estimation results of the target az-
imuth trend are shown in Fig. 21. Highlight 1 is the
echo component scattered by the tail of the no. 1 UUV,
and the azimuth trend of the single highlight is 0. High-
lights and highlight 3 are the echo components scat-
tered by the cylinder structure of the no. 2 UUV, and
their azimuth trend is 2.1○. According to the geometric
relationship, the distance between the echo and the ref-
erence array element is 39.8 and 41.1 m, respectively,
and the target scale covered by the two highlights can
be estimated to be approximately 1.9 metres. Accord-
ing to the analysis, highlight 1 is the echo of the no. 1
UUV, and highlights 2 and 3 are the echoes of the
no. 2 UUV. Integrating the target orientation, azimuth
trend and Doppler characteristics, it is recognized that
the echo in a beam is composed of two UUV scatter-
ing components, which is consistent with the test sit-
uation.
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Fig. 21. Target azimuth trend diagram.

6. Conclusions

From the application perspective of underwater
cluster target recognition, this paper studies and es-
tablishes the multi-feature space of echo highlights un-
der typical formation and motion statuses. Through
the analysis, the following conclusions can be drawn:

(1) The combined transceiver scattering character-
istics of underwater cluster small targets are extracted,
and the spatial orientation, geometric distribution and
motion state differences of cluster targets are converted
into physical features that are easy to use for sonar
recognition;

(2) The objective of the azimuth trend is to dis-
tinguish each highlight through distance segmentation
within the echo duration and obtain a linear estimation
of the maximum angle range of the echo distribution
on the spatial distance covered by multiple highlights.
The azimuth trend is an important feature that distin-
guishes multi-highlight scale targets from point targets
and can be used for target scale recognition.

(3) The corresponding relationship between the
slope of the instantaneous frequency spectral line of
highlights and the Doppler frequency shift is derived.
The instantaneous frequency of multiple highlights of
the target is extracted from the WVD time-frequency
domain, and the motion information is calculated and
extracted to describe the motion state of the high-
lights.

(4) The three-dimensional feature space of target
highlight orientation, spatial scale and motion infor-
mation is constructed, which realizes the effective anal-
ysis of multiple targets and solves the problem of fuzzy
identification of multiple targets in the same beam. It
provides effective and stable cluster echo recognition
features for the early warning and monitoring of un-
derwater ports and shallow waters.
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The presented review discusses recent research on human echolocation by blind and sighted subjects, aiming
to classify and evaluate the methodologies most commonly used when testing active echolocation methods.
Most of the reviewed studies compared small groups of both blind and sighted volunteers, although one in
four studies used sighted testers only. The most common trial procedure was for volunteers to detect or
localize static obstacles, e.g., discs, boards, or walls at distances ranging from a few centimeters to several
meters. Other tasks also included comparing or categorizing objects. Few studies utilized walking in real or
virtual environments. Most trials were conducted in natural acoustic conditions, as subjects are marginally
less likely to correctly echolocate in anechoic or acoustically dampened rooms. Aside from live echolocation
tests, other methodologies included the use of binaural recordings, artificial echoes or rendered virtual audio.
The sounds most frequently used in the tests were natural sounds such as the palatal mouth click and finger
snapping. Several studies have focused on the use of artificially generated sounds, such as noise or synthetic
clicks. A promising conclusion from all the reviewed studies is that both blind and sighted persons can efficiently
learn echolocation.

Keywords: echolocation; blindness; testing methodology.

Copyright © 2023 The Author(s). This is an open-access article distributed under the terms of the Creative Commons Attri-
bution-ShareAlike 4.0 International (CC BY-SA 4.0 https://creativecommons.org/licenses/by-sa/4.0/) which permits use, dis-
tribution, and reproduction in any medium, provided that the article is properly cited. In any case of remix, adapt, or build
upon the material, the modified material must be licensed under identical terms.

1. Introduction

Echolocation is the ability of humans and some ani-
mals to locate objects basing on reflected sounds. The
research on the ability of humans to echolocate has
come a long way since first studies that had to clear up
misconceptions about the visually impaired using “fa-
cial vision” or “obstacle sense” (Supa et al., 1944). By
now, numerous experiments demonstrated the effec-
tiveness of localizing obstacles using various reflected
sounds.

Research no longer focuses on proving that echolo-
cation works, but more on how it works, especially
from the neurological perspective (Fiehler et al.,
2015; Thaler et al., 2011), and on the ways to teach or
improve echolocation skills (Fundacja Instytut Rozwo-
ju Regionalnego [FIRR], 2019; Tonelli et al., 2016).
Because the consequence of blindness is a serious sen-
sory deprivation one should exploit any possible cues to
enhance safe mobility capabilities among the visually

impaired. Learning and mastering echolocation skills
should be an important part of any rehabilitation pro-
gramme for the visually impaired. Such programmes
might benefit if the mechanisms of echolocation abili-
ties and their limitations are well understood. One can
observe an increasing number of publications devoted
to human echolocation as shown in Fig. 1.

The methodologies in the recent echolocation stud-
ies vary greatly – some researchers conducted their
trials predominantly with sighted volunteers (Arias,

Ramos, 1997; Rychtarikova et al., 2017; Tonelli

et al., 2016), others with various sized groups of
blind volunteers (Flanagin et al., 2017; Thaler,

Goodale, 2016; Tirado et al., 2019), some including
or limiting the studies to echolocation experts (Fieh-

ler et al., 2015; Norman, Thaler, 2018). Some trials
were in natural (Bujacz et al., 2018) or anechoic
(Schenkman, Nilsson, 2010) conditions, while oth-
ers utilized recordings (Arias, Ramos, 1997), synthe-
sized echoes (Wallmeier, Wiegrebe, 2014) or vir-



250 Archives of Acoustics – Volume 48, Number 2, 2023

0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

1995–1998 1999–2002 2003–2006 2007–2010 2011–2014 2015–2018 2019–2022

Google Scholar keyword search results including patents

Human echolocation Bat echolocation Animal echolocation

Fig. 1. Number of Google Scholar search results for echolocation related articles and patents.

tual reality environments (Dodsworth et al., 2020).
Some studies let volunteers generate their own sound
cues (Thaler et al., 2020b) or focused on analyzing
those sound cues (Rojas et al., 2009), while others
used recordings (Flanagin et al., 2017) or examined
the effectiveness of various artificial sounds (Tirado

et al., 2019). A full list of compared studies is avail-
able in Table 1, then further sections contain smaller
summary tables comparing key aspects of the studies.

An emerging issue with human echolocation re-
search is that there has been no common methodol-
ogy for studying its effectiveness, making it very diffi-
cult to compare the outcomes of various studies. Some
researchers prefer to use real life tests with obsta-
cles of various sizes (Ekkel et al., 2017) and in dif-
ferent environments (Bujacz et al., 2022a) (e.g., ane-
choic or semi-anechoic chambers), others synthesize
virtual scenes (Arias et al., 2012) or utilize binau-
ral recordings (Schenkman, Nilsson, 2010). Most
studies use static tests (Thaler et al., 2018; Tirado

et al., 2019) in which a subject just identifies the
presence (Nilsson, Schenkman, 2016) or location
of obstacles (Tonelli et al., 2016), some studies on
the other hand contain dynamic scenarios (in vir-
tual (Dodsworth et al., 2020) or real life (Fiehler

et al., 2015) settings) in which participants detected
the approach to walls (Bujacz et al., 2022b), obstacles
(Schenkman et al., 2016) or navigate simple mazes
(Dodsworth et al., 2020). In this review we ana-
lyze these different aspects of the methodologies and
wherever possible compare and judge the different ap-
proaches.

In the last years, dozens of papers on the subject
have been published and a growing interest in human
echolocation has been observed (Fig. 1). The most re-
cent extensive reviews of human echolocation research
have been proposed by Arias et al. (2012), Kolarik

et al. (2014), Thaler and Goodale (2016). A notable
mention is an older review by Kish (2003), probably
the currently most known echolocator in the world,
who reviewed a large number of the earliest echoloca-
tion research. Our review is a continuation and exten-
sion of the earlier reviews in the following aspects:

– we provide an up-to-date review of new studies
that have been published during the most recent
years;

– we include a subdivision of the echolocation stud-
ies with respect to a number of different crite-
ria and present them in a tabular form for better
browsing through fields by the reader;

– we provide a discussion on and compare different
methodologies applied for studying human echolo-
cation.

This paper began as part of a project the goal of
which is to compare the usefulness of various artifi-
cial and natural sounds for human echolocation. Ear-
lier, we completed echolocation trials for the Echovis
project aimed at developing a mobile game for teach-
ing echolocation (Bujacz et al., 2018; 2021; 2022) and
planned to continue the trials in a way that would al-
low comparison with other previous studies.

Our previous area of research – virtual sound lo-
calization and obstacle sonification – has very similar
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methodology issues. Many studies tested the influence
of various factors, such as personalized Head Related
Transfer Functions (HRTFs) or blindness of test partic-
ipants (Dobrucki et al., 2010), on sound externaliza-
tion and accuracy of source localization, but it was dif-
ficult to compare the results of very different method-
ologies. The subject complexity is also similar – there
can be numerous factors influencing the accuracy of
sound localization, just as the accuracy of echoloca-
tion. We can often confirm that some factors have lit-
tle influence on the sound localization or echolocation
task, but it may be difficult to objectively measure
any specific factor’s strength considering the overall
large variances. This issue is particularly complex in
echolocation studies, because echolocation skills vary
greatly between individuals (Arias, Ramos, 1997)
and most studies use very small groups of participants
(even single subjects to represent expert echolocators
(Wallmeier, Wiegrebe, 2014)).

This manuscript is structured to allow a reader
to find easily papers that address specific aspects of
echolocation. We start by presenting a summary of the
collected research (Sec. 2), then go on to compare tri-
als used for the evaluation of echolocation accuracy in
static and dynamic scenarios (Sec. 3). Next, we pro-
vide an overview of studies analyzing various man-
made and synthetic sounds used as echolocation cues
(Sec. 4). In Sec. 5, we review research that discusses
comparisons of echolocation skills of sighted, inexperi-
enced blind and experienced blind echolocators. Fur-
ther, we compare the results of the two approaches
to echolocation studies (Sec. 6), i.e., in which the re-
searchers conduct live trials and also aid the studies
with pre-recorded sounds or renders. Finally, we ap-
praise the review carried out and summarize state of
the art of the human echolocation studies.

2. Review of approaches

to echolocation research

The selection of scientific papers for the review was
an organic process. We searched the main online tools
(scholar.google.com, sciencedirect.com, core.ac.uk, and
ieeexplore.ieee.org) for research that included testing
of echolocation skills or analysis of signals used in hu-
man echolocation. Initially, we included only research
papers published after 2015, to not repeat information
from other reviews, such as (Kolarik et al., 2016).
However, many of the test methods or signal analy-
ses were only found in older papers, so we expanded
the search back to 2010, as well as added several key
earlier studies that were most frequently cited by the
reviewed articles.

For all the reviewed echolocation studies we pre-
pared a short summary of the main methodology, uti-
lized sounds and environments, participants and key

conclusions. This data is presented in Table 1 with the
following cells for each paper:

Cell 1: the cited reference;

Cell 2: the title of the study and a brief summary out-
lining the key results and the most important
conclusions;

Cell 3: category of echolocation trial – static (S) or
dynamic (D), or if the study concerned only
analysis (A) of echolocation sounds. As well
as the utilized obstacle sizes, distances, and
types of tasks;

Cell 4: subdivides the studies into three categories:
(L) live trials that were carried out in real life
indoor or outdoor environments, e.g., with ob-
stacles intentionally positioned at different lo-
cations versus the tester, (R) trials with pre-
recorded or synthesized sounds, e.g., sounds
that were first recorded in real environments
using a binaural mannequin and then played-
back on headphones for the testers in a lab-
oratory environment or generated by a com-
puter, and finally (V) virtual trials in which
the echo-sounds were not simply played back,
but were a part of a continuously generated
virtual environment usually using HRTF fil-
tering. Quite a few studies combined both live
(L) and recording (R) tests;

Cell 5: informs how the sound sources were generated,
i.e., whether they were synthesized artificially
(A) by an electronic device or in a natural
(N) manner by the testers themselves, e.g., the
mouth-clicks, finger snaps, footsteps or cane
taps;

Cell 6: reports on the number of trial participants and
categorizes them primarily into blind (B) and
sighted (S) participants, though some stud-
ies also distinguished early blind (EB) and
late blind (LB) persons. Several studies re-
ported participation of echolocation experts
(EE), and although no common definition has
been given at what level of experience an
echolocator becomes one, their skills clearly
stood out from the average novice participant.

To the best of our knowledge the table contains the
reported studies on human echolocation with special
attention focusing on recent reported studies up to the
date of submission of this manuscript, i.e., early 2022.

Recommended review papers on human echoloca-
tion and auditory perception of the blind are presented
in a separate Table 2. Short reviews of the history of
echolocation research can also be found in (Cooper

et al., 2020; Stock, 2022).

https://scholar.google.com/
https://www.sciencedirect.com/
https://core.ac.uk/
https://ieeexplore.ieee.org/Xplore/home.jsp
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Table 1. Summary table of reviewed echolocation studies.

1. Author(s),
publication

date

2. Title – Summary of results and conclusions

3. Type of trial:
static (S),

dynamic (D),
analysis (A),

not applicable (–)

4. Sound playback:
live sounds (L),

recordings/
synthesized (R),

virtual reality (V)

5. Sound:
artificial (A),
natural (N)

6. Number of blind (B),
sighted (S),

early blind (EB) or
expert echolocators (EE)

Schenkman,
Jansson

(1986)

“The Detection and Localization of Objects by the Blind with the Aid of Long-Cane Tapping Sounds”

– Accuracy and detection distance improved along with the obstacle size (from 0.2 to 0.75 m2), but not
for the largest objects (1.5 m2);

– Variance in the tapping sound spectra had no impact on efficacy;
– It was difficult to use cane tapping sounds alone without additional sources for echoes.

D – walking a path with
cardboard obstacles
(sized 50× 30 cm

to 1.5× 1 m)
at face level

L – the participants
generated cane
tapping sounds

N – long-cane
tapping sound

3B

Arias, Ramos

(1997)
“Psychoacoustic Tests for the Study of Human Echolocation”

– Echolocation seems to depend on perception of a virtual pitch that appears from the difference between
the outgoing and incoming sounds, this pitch is more easily perceivable when presented with repeated
trains of sounds;

– Musical training did not influence the subjects’ performance in these pitch discrimination tests;
– Noise signals yielded better echolocation results than click sounds when using recordings of real echoes,

but the difference was less significant when the echoes were synthesized.

S – testers listen to
stimuli on headphones

R – synthetic echoes
(2–5 ms delay and

–3.5 dB) and recorded
echoes (50 cm disk at

35 and 80 cm distance)

A – click-sounds,
white noise

30S + 1B

Rosenblum

et al. (2000)
“Echolocating Distance by Moving and Stationary Listeners”

– Participants echolocating more accurately while moving than being stationary;
– A follow-up confirmed that this moving advantage was not a function of a specific type of training or

the multiple stationary positions available during moving echolocation;
– The moving advantage might be a function of echoic time-to-arrival information.

S/D – echolocating
a 91× 182 cm wall

outdoor while
standing/moving

L – the participants
generated sounds

N – oral sounds
of choice

26S

Rojas

et al. (2009)
“Physical Analysis of Several Organic Signals for Human Echolocation: Oral Vacuum Pulses”

– From the three compared sound types (oral “ch”, lip “ch”, oral clicks) the palatal clicks were significantly
clearer and more intense than alveolar ones and did not interfere with breathing.

A – computer analysis L – the participants
generated sounds
with their mouths

N – oral “ch”, lip “ch”,
oral clicks

10S

Rojas

et al. (2010)
“Physical Analysis of Several Organic Signals for Human Echolocation: Hand and Finger Produced
Pulses”

– The knuckle vacuum pulse was judged as best due to its high frequency and “interesting symmetry”,
containing similar characteristics of palatal clicks with an even richer content in the high frequency
part of the spectrum.

A – computer analysis L – the participants
generated sounds
with their hands

N – knuckle vacuum
pulse, hand clap,

finger snap

10S + 1B
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Table 1. [Cont.].

Schenkman,
Nilsson (2010)

“Human Echolocation: Blind and Sighted Persons’ Ability to Detect Sounds Recorded in the Presence
of a Reflecting Object”

– Blind participants performed significantly better than sighted participants;

– All participants performed well in locating objects at distances of less than 2 m;

– Detection increased with longer signal durations (up to 500 ms noise burst);

– Performance was slightly better in an ordinary room than in an anechoic chamber.

S – 0.5 m disk at
distances 0.5 m to 5 m

R – participants
listened to binaural

recordings taken in an
ordinary room and an

anechoic chamber

A – 5, 50, 500 ms noise
bursts

10S + 10B

Schenkman,
Nilsson

(2011)

“Human Echolocation: Pitch versus Loudness Information”

– Participants listened to original and altered binaural recordings, which artificially removed pitch or
loudness information from the echo signal;

– All altered recordings worsened the echolocation correctness, but removal of pitch information affected
it more than loudness;

– When the pitch information was removed the difference between blind and sighted participants dis-
appeared.

S – 0.5 m diameter disk
at distances 1 m to 3 m

R – participants
listened to binaural

recordings taken in an
ordinary room, some

with the pitch or
loudness information
artificially removed

A – 500 ms noise burst 12B + 25S

Thaler

et al. (2011)
“Neural Correlates of Natural Human Echolocation in Early and Late Blind Echolocation Experts”

– Processing of click-echoes recruits brain regions typically devoted to vision rather than audition in
both early and late blind echolocation experts;

– Brain activation was stronger when listening to echoes reflected from moving targets.

S – listening to sounds
via headphones in fMRI

R – recordings played
back in an MRI

machine

A – trains of click
sounds with or without

echoes

2EE

Teng,
Whitney

(2011)

“The Acuity of Echolocation: Spatial Resolution in Sighted Persons Compared to the Performance of
an Expert Who is Blind”

– Some, but not all novices quickly learned to echolocate small obstacles at short distances at a level
comparable to a blind expert;

– The paper additionally presents a short review of the numbers of blind participants in 23 echolocation
studies from 1950 to 2010 and only in 5 of them there were more than 10 blind participants.

S – sitting 33–75 cm
from vertical pair of

5–23 cm disks, judging
which is the larger one

L – in a sound-proof,
echo-damped room

N – oral clicks 8S + 1EE

Smith, Baker

(2012)
“Human Echolocation Waveform Analysis”

– The mouth click waveform is wideband and complex, with spectrum peaks near 3 kHz and 11 kHz
and a high fractional bandwidth;

– Spectra of early and late blind echolocators’ clicks differ – LB has a wider central peak, but lower side
lobes;

– The mouth click of the late blind echolocator seems to contain a Doppler-like frequency shift without
actual movement.

S – spectral analysis
of recorded sounds

R/L – analysis
of recorded tongue
generated sounds

N – tongue clicks 2B (1 early blind and
1 late blind)
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Schörnich

et al. (2012)
“Discovering Your Inner Bat: Echo–Acoustic Target Ranging in Humans”

– Most participants preferred to use relatively loud, short, broadband tongue clicks with peak frequencies
between 5 and 10 kHz (which was noted as much higher than other studies of echolocators’ mouth
clicks);

– Participants utilized temporal, timbre and spatial cues to assess the distance to a wall;
– When comparing consecutive sounds, the sighted participants were able to detect changes of 20–30 cm

in the distance to a wall.

S – judging distance
changes from a wall at
1.7 to 6.7 m distance

R – artificially
generated binaural
recordings of echoes

with one or two
reflective walls

N – tongue clicks 5S

Gori

et al. (2014)
“Impairment of Auditory Spatial Localization in Congenitally Blind Human Subjects”

– Auditory spatial localization along the horizontal axis was found to be severely impaired in the early
blind in Bisection tasks (hearing three sound sources in order, then determining whether the middle
source was spatially closer to the first or last one);

– There was no significant difference between early blind and sighted participants in minimum audible
angle resolution tasks (hearing two sounds and determining which one was more to the right).

S – participants
sat 180 cm from
a perimeter of 23

speakers

R – sound was
generated by a bank

of speakers

A – 500 Hz tone 27S + 9EB

Milne

et al. (2014)
“The Role of Head Movements in the Discrimination of 2-D Shape by Blind Echolocation Experts”

– Head movements made while echolocating are necessary for the correct identification of 2-D shape;
– Expert echolocators’ performance dropped to chance level when forced to remain still;
– Not only experts can use echolocation to successfully identify 2-D shapes.

S – recognizing four
geometric shapes

16–100 cm in size at
distance 40 or 80 cm

L – sounds generated
by the participants

in an anechoic chamber
or echo-dampened

room. Head and torso
movements were either
allowed or forbidden

N – tongue click,
finger snap, speech,

hand clap

6EE + 10B + 10S

Wallmeier,
Wiegrebe

(2014)

“Ranging in Human Sonar: Effects of Additional Early Reflections and Exploratory Head Movements”

– Distance discrimination threshold was below 1 m for all reference distances (0.75–4 m) with the best
results (20 cm) for the smallest reference distance;

– Distance discrimination in complex environments can be improved by allowing free head rotation,
but head movements provide no significant advantage over static echolocation from an optimal single
orientation.

S/D – distance
discrimination from
a wall 0.75 m to 4 m

VR – echo generated in
virtual echo-acoustic

space from participants’
own mouth sounds

N – chosen
by a participant

6S + 1B

Vercillo

et al. (2014)
“Enhanced Auditory Spatial Localization in Blind Echolocators”

– In similar tests as to (Gori et al., 2014) the blind participants showed much poorer performance
than sighted participants in space bisection tasks, but similar performance in minimum auditory angle
tasks;

– Blind echolocators showed better performance in the spatial bisection tasks than non-echolocating
blind participants, showing that the use of echolocation improves auditory spatial localization.

S – discriminating
between two of 23
speakers at 180 cm

distance

R – sound was
generated by a bank

of speakers

A – 500 Hz tones,
75 ms, 60 dB (SPL)

11S + 9B
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Nilsson,
Schenkman

(2016)

“Blind People Are More Sensitive Than Sighted People to Binaural Sound”

– Blind persons show an enhanced sensitivity to inter-aural level difference (ILDs) tests when presented
with click pairs in both the leading and the lagging component;

– Blind testers showed an increased ability to unsuppress information in lagging clicks.

S – listening to
synthetic clicks on

headphones

R – sounds composed
of 125 ms rectangular
pulses (clicks) played

over headphones

A – 125 µs clicks, alone
or as pairs spaced 2 ms

apart

23B + 65S

Fiehler,
Thaler (2015)

“Neural Correlates of Human Echolocation of Path Direction During Walking”

– All participants were able to differentiate between echo and no-echo stimuli;
– Expert blind echolocators performed worse when presented with pre-recorded stimuli during MRI

scan;
– The observed neural activity suggests that while blind participants processed echo directional meaning

automatically, sighted participants had to process information consciously.

D – navigating
a corridor and stating

its shape,
S – listening to recorded

sounds during fMRI

L – in indoor and
outdoor setup

(only 3 blind experts),
R – pre-recorded,
binaural stimuli

N – mouth clicks 6B + 3S

Tonelli

et al. (2016)
“Depth Echolocation Learnt by Novice Sighted”

– When judging the distance to obstacles the errors in judgements fell from 35 to 10 cm over the course
of two one-hour sessions;

– Errors were significantly smaller in the reverberant room than in an anechoic chamber;
– Participants who used tongue clicks were marginally more accurate than those using finger snaps.

S – subjects sat in front
of one of five bars

(40–180 cm high and
6–27 cm wide) at five

different distances
(from 30 cm to 150 cm)

L – the echolocation
sound was naturally
produced, using no

external device

N – tongue clicks
+ finger snaps

18S

Thaler,
Castillo-

Serrano

(2016)

“People’s Ability to Detect Objects Using Click-Based Echolocation – A Direct Comparison between
Mouth-Clicks and Clicks Made by a Loudspeaker”

– Success rates at determining the presence of an obstacle were similar or higher when using a head-worn
loudspeaker;

– Accuracy in detecting the object was higher at 1 m distance as compared to 2 m;
– Sighted participants showed significant improvement in two consecutive sessions.

S – sitting 1 m or 2 m
from a 60 cm disk

L/R – in a
sound-insulated and

echo-acoustic dampened
room, participants

either generated mouth
clicks by themselves or

the experimenters
generated clicks from a
head-worn loudspeaker

N – mouth clicks,
A – 4 kHz clicks played
through a head-worn

loudspeaker

27S + 2B

Schenkman

et al. (2016)
“Human Echolocation - Acoustic Gaze for Burst Trains and Continuous Noise”

– When the obstacle was at 1 m distance the mean accuracy of detecting echoes by blind participants
increased with the burst rate (from roughly 60% at 1 burst/500 ms to 80% at 64 bursts/500 ms) and
was highest for continuous noise;

– For sighted participants and for blind participants at a longer distance of 1.5 m the accuracy was
largest at a rate of 32 bursts/500 ms and fell for higher rates;

– Of the 38 participants in the study top 5 were blind.

S – 0.5 diameter
aluminum disk as the
obstacle at 1 m and at

1.5 m

R – binaural echo
recordings were made in

a lecture hall with
reverberations

A – 5 ms noise trains,
1 to 64 bursts per

500 ms versus 500 ms
continuous noise

12B + 26S
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Rychtarikova

et al. (2017)
“Auditory Recognition of Surface Texture with Various Scattering Coefficients”

– From numerous wall shapes tested, two were most likely to be recognized by participants: parabolic
(due to sound focusing) and a staircase (due to a chirp-like echo).

S – standing at 1.5 m
or 10 m from a virtual

obstacle

R – synthetized and
spatialized echoes

played over headphones

A – artificial clicks 16S

Kolarik

et al. (2017)
“Blindness Enhances Auditory Obstacle Circumvention: Assessing Echolocation, Sensory Substitution,
and Visual-Based Navigation”

– Blind non-echolocators navigated more effectively than blindfolded sighted individuals with fewer
collisions;

– All participants except the blind echolocation expert navigated better with a sensory substitution
device than with echolocation.

D – navigating around
an obstacle 0.6× 2 m

L – participants walked
by an obstacle that was
directly on or 25 cm off

a path. Comparing
vision, echolocation and

a vibrating distance
sensor

N – mouth clicks 10S + 8B + 1EE

Ekkel

et al. (2017)
“Learning to Echolocate in Sighted People”

– A statistically significant improvement was achieved after four days of 1-hour sessions;
– The chance to correctly echolocate the position of the larger disk grew proportionally with an angular

size difference from 50% (random) for most similar disks to 70% when one disk was 5 cm and the second
25 cm in diameter;

– Test participants that did not move their heads during experiments had chance-level results;
– The improvement in echolocation ability was positively correlated with performance in an attention

PASAT test (Paced Auditory Serial Addition Task), but there was no correlation for spatial cognition
and memory tests.

S – sitting 50 cm from
two disks of different
diameters 5–25 cm,

determining the posi-
tion of the larger disk

L – in a soundproof
room with sounds

generated
by a head-mounted

small speaker

A – 10 ms white noise
pulse (80 dB).

As a control, guessing
without any sound was

also performed

23S

Flanagin

et al. (2017)
“Human Exploration of Enclosed Spaces through Echolocation”

– Participants produced clicks of the length between 3 and 37 ms and absolute sound pressure levels
(SPL) between 88 and 108 dB SPL;

– Active vocalization was associated with better accuracy of the room size classification;
– Visual and parietal activity was observed both in the sighted participants and the blind echolocation

expert while performing echolocation.

S – listening to
synthetic echoes to

judge room size changes
A – analysis of fMRI

during active and
passive echolocation

R – participants’ own
vocalizations were

recorded and convolved
with BRIR

measurements
of a small chapel with

highly reflective surfaces

N – mouth clicks
recorded for each

participant

11S + 1B

Heller

et al. (2017)
“Evaluating Two Ways to Train Sensitivity to Echoes to Improve Echolocation”

– Participants were divided into three groups, two trained echo sensitivity using a lab procedure or an
app, and the third was a control group;

– Pre and post training tests involved localization of a 0.6× 1.2 m board at distances from 0.9 to 2.7 m;
– Both training groups showed similar improvement after 15 hours of training, although supervised

psychoacoustic training in the lab was marginally better.

S – listening to
synthetic echoes for

training and localizing
a 0.6× 1.2 m board for

pre and post tests

R – synthetic echo
sounds were used for

training
L – mouth clicks were
used in live pre and

post tests

N – recorded mouth
clicks selected to meet
optimal characteristics
(Rojas et al., 2009)

13S
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Thaler

et al. (2017)
“Mouth-clicks Used by Blind Expert Human Echolocators – Signal Description and Model Based Signal
Synthesis”

– Analyzed mouth clicks were wideband (up to 10 kHz), consistently very brief (∼3 ms duration) with
peak frequencies in the range of 2–4 kHz, and maximum energy at 10 kHz;

– MATLAB code to synthesize the model clicks was made available in the supplementary material and
has been utilized in a number of later echolocation studies (Bujacz et al., 2018; Dodsworth et al.,
2020; Flanagin et al., 2017; Rychtarikova et al., 2017; Thaler et al., 2020a; Tirado et al., 2019).

A – analysis of expert
mouth clicks

L – experts generated
clicks in an

echo-dampened room

N – mouth clicks 3EE

Thaler,

Foresteire

(2017)

“Visual Sensory Stimulation Interferes with People’s Ability to Echolocate Object Size”

– Visual stimulation (white light) decreased the sighted participants’ echolocation performance;
– Tactile stimulation (skin electrode) had no effect on echolocation performance in sighted and blind

people;
– The same areas of the brain seem to be involved in processing of both the visual stimuli and echo

sounds.

S – sitting 50 cm from
two disks 5–25 cm,
determining the

position (top/bottom)
of the larger disk spaced

27 cm apart

L – carried out in
a sound-insulated, and
echo-acoustic damped

room

N – mouth clicks 44S + 3B

Norman,
Thaler (2018)

“Human Echolocation for Target Detection is More Accurate with Emissions Containing Higher Spectral
Frequencies, and This is Explained by Echo Intensity”

– Echolocation was more accurate using emissions with higher spectral frequencies – this advantage was
eliminated when the intensity of the echoes was artificially equated to correct for the higher reflectivity
of the tested object in the higher spectral range.

S – listening to binaural
recordings of reflections

from 0.5 m diameter
disc at distances 1–3 m

R – recordings made in
an anechoic chamber

using a custom binaural
mannequin

A – synthetic clicks or
noise bursts with 9 dB
bursts of 3.5–4.5 Hz

frequencies

12S

Thaler

et al. (2018)
“Human Echolocators Adjust Loudness and Number of Clicks”

– Echolocators accumulate information from multiple samples;
– To locate objects off to the sides, the echolocators increased loudness and numbers of clicks;
– Echolocation in the Frontal Hemisphere is Better than in the Rear.

S – locating a 17.5 cm
disk at 100 cm distance

and 0–180○ azimuth
angles

L – Participants
generated clicks by

themselves in a noise
insulated and echo
dampened room

N – mouth clicks 8B

Tonelli

et al. (2018)
“How Body Motion Influences Echolocation While Walking”

– Head exploration (i.e., changing head rotation angle while producing sounds) is crucial for acquiring
spatial data;

– Echolocation accuracy depends on the distance to an obstacle and the frequentness of head movements
during sound emission;

– Average velocity, motion duration, and time of the task completion do not significantly influence the
correctness of the echolocation task.

D – walking a 4 m long,
1.1 m wide corridor and
stating its shape (closed
or open to left or right)

L – participants
generated clicks by

themselves in a larger
high-ceiling room with
a corridor build from

plastic panels

N – mouth clicks 9S
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Andrade

et al. (2018)
“Echo-House: Exploring a Virtual Environment by Using Echolocation”

– Echolocation provided information on orientation and sense of space that would not otherwise be
available;

– Echolocation itself did not allow participants to navigate in this environment without additional
support, but it did help in locating objects and exploring the environment.

D – controlled
an avatar

in a virtual
environment

V – participants
controlled an avatar

placed in virtual space

A – footsteps,
mouth-clicks, hand

clapping

5B

Thaler

et al. (2019)
“Human Click-Based Echolocation of Distance: Superfine Acuity and Dynamic Clicking Behaviour”

– Echolocators made more intense and more frequent clicks when dealing with weaker reflections
(i.e., the same object at a farther distance, or a smaller object at the same distance);

– Number and intensity of clicks were adjusted independently from one another;
– Experienced echolocators reliably detected changes in distance of roughly 5% (3 cm at 50 cm, and

7 cm at 150 cm distance).

S – localizing change
of distance to disks
(28.5 cm or 80 cm

diameter) placed at
50 cm or 150 cm

L – Participants
generated clicks by
themselves. A noise
insulated and echo
dampened room

N – mouth clicks 8B

Tirado

et al. (2019)
“The Echobot: An Automated System for Stimulus Presentation in Studies
of Human Echolocation”

– A 50 cm reflecting disk was correctly detected at distances 1 to 3.3 m, with an average of 2 m;
– Participants showed a small, but steady improvement over 12 echolocation sessions lasting 6–10 min.

each, but only when a synthetic clicker was used;
– Participants using their own mouth sounds showed no changes in their detection thresholds.

S – sitting in front
of a 50 cm aluminum

disc repositioned
by an automated sled
to distances 1–4 m

L – in sound-proofed
and padded listening

lab

A – synthesized click
(Thaler et al., 2017)

N – mouth clicks
(3 participants)

15S

Thaler

et al. (2020b)
“The Flexible Action System: Click-Based Echolocation May Replace Certain Visual Functionality
for Adaptive Walking”

– Echolocation experts walked just as fast as sighted participants using vision;
– Participants who made clicks with higher spectral frequency content and higher clicking rates walked

faster;
– The use of echolocation significantly decreased the frequency of collisions with obstacles at head

height, but not at ground level.

D – walking across
a room and around

obstacles

RL – participants
generated clicks
by themselves

in a padded room
with two obstacles

(80× 80 cm) at head
and ground level

N – mouth clicks 10B + 7EB + 24S

Dodsworth

et al. (2020)
“Navigation and Perception of Spatial Layout in Virtual Echo-Acoustic Space”

– Sighted people after 10-week training in virtual mazes increased their ability to judge the spatial
layout of obstacles through sound, avoid collisions and find safe passage;

– Blind echolocators performed at a very high level without any training.

D – navigation with
a computer keyboard

V – passing through
virtual mazes

with walls
75 cm apart

A – synthesized click
(Thaler et al., 2017)

20S + 3B
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Schenkman,

Gidla (2020)
“Detection, Thresholds of Human Echolocation in Static Situations for Distance, Pitch, Loudness
and Sharpness”

– The repetition pitch was useful for detection at shorter distances and was determined from the peaks
in the temporal profile of the autocorrelation function;

– At shorter distances loudness provides echolocation information, but at longer distances, timbre as-
pects, such as sharpness, might be used to detect objects;

– Results suggest that blind persons may detect objects at lower values for loudness, pitch strength and
sharpness and at further distances than sighted persons.

S – recorded reflections
from a 0.5 m disk at
distances from 0.5 to

5 m

R – binaural recordings
in an ordinary

conference room and an
anechoic chamber
played back over

headphones

A – 5, 50, and 500 ms
noise burst from a

loudspeaker

10B + 10S

Norman,

Thaler (2020)
“Stimulus Uncertainty Affects Perception in Human Echolocation: Timing, Level, and Spectrum”

– When there was certainty in the acoustic properties of the echo relative to the emission, either in
temporal onset, spectral content or level, people detected the echo more accurately;

– Participants were more accurate when the emission’s spectral content was certain, but surprisingly,
not when either its level or temporal onset was certain.

S – recorded reflections
from a 50 cm disc
or a 28 cm bowl

at 1.2 or 3 m

R – binaural recordings A – clicks and 500 ms
white noise bursts from

a loudspeaker

4EE + 20B + 24S

Tonelli

et al. (2020)
“Early Visual Cortex Response for Sound in Expert Blind Echolocators, But Not in Early Blind Non-
Echolocators”

– Activation in the posterior area of the scalp while echolocating for the sighted was similar to the
one observed in early blind experts;

– This activity was associated to sound stimulation and is contralateral to the sound localization in
space.

S – participants sat in
front of the set-up

L – live played sound
via 23 speakers

A – 500 Hz 60 dB pure
tone, duration of 75 ms

10B + 5S

Tirado

et al. (2021)
“Comparing Echo-Detection and Echo-Localization in Sighted Individuals”

– Distinct individual differences in echo-detection and echo-localization abilities;
– Better performance in the echo-detection than the echo-localization task;
– It may be relevant for echolocation training programs to focus separately on the detection and loca-

lization.

S – 50 cm disk
at distances

from 1 m to 4.25 m

R – synthetic expert
mouth clicks played

over a loudspeaker in an
echo-dampened room

A – synthesized click
(Thaler et al., 2017)

10S

Andrade

et al. (2021)
“Echolocation as a Means for People with Visual Impairment (PVI) to Acquire Spatial Knowledge
of Virtual Space”

– Various techniques were used to describe the virtual space, including perimeter recognition tactics,
listing elements and describing holistic map models;

– People with Visual Impairment could distinguish whether a virtual room was covered with carpet,
wood or metal, identify the relative size of a virtual room, and detect the presence of 90○ turns to the
left or right on average 70% of the time;

– Working with PVI and learning from their lived experience is the most successful way to gain knowl-
edge of technologies accessible to PVI.

D – using the Xbox
controller to explore the

virtual space

V – travel through
virtual world

A – pre-recorded sound,
echo generated
by the footprint

of the avatar

12B
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Castillo-

Serrano

(2021)

“Increased Emission Intensity Can Compensate for the Presence of Noise in Human Click-Based Echolo-
cation”

– The emission intensity increased so that the spectral power of echoes exceeded the spectral power of
noise by 12 dB in 4 kHz and 5 kHz frequency bands;

– A potential strategy to deal with noise while echolocating is to increase emission intensity to maintain
the signal-to-noise ratio of certain spectral components of the echoes.

S – recordings of
17.5 cm or 26.5 cm disk

at 1, 2, or 3 m

R – binaural recordings
made in an

echo-acoustic dampened
room played through

headphones

A – synthetic click
(a 4.5 kHz sinusoid

multiplied
by a decaying
exponential)

8B + 3EE + 20S

Kritly

et al. (2021)
“Discrimination of 2D Wall Textures by Passive Echolocation for Different Reflected-to-Direct Level
Difference Configurations”

– The discriminability is larger for the walls reflecting with a higher spectral coloration;
– Enhancing the reflections as well as removing the direct sound are beneficial to differentiate textures;
– The flat wall and the circular wall are the most difficult textures to discriminate, the wall with aperture

and the staircase are the most distinguishable textures.

S – synthesized
reflection from six

different wall shapes at
distances from 0.8 to

5 m

R – recordings played
through headphones

A – a single
anechoically recorded
click sound with the

synthesized echo

14S

Norman,

Thaler (2021)
“Perceptual Constancy With a Novel Sensory Skill”

– Blind expert echolocators have higher constancy ability than sighted and blind persons novices to
echolocation;

– Sighted participants improved their capabilities through training; that suggests that constancy also
occurs in a domain with which the respondent has had no previous experience.

S – recorded reflections
from a 50 cm disc or a
28 cm bowl at 1, 2 or

3 m

R – recordings played
through headphones

A – variations in the
click’s peak spectrum

were used: 3.5, 4.0, and
4.5 kHz

10S + 17B + 3EE

Norman

et al. (2021)
“Human Click-Based Echolocation: Effects of Blindness and Age, and Real-Life Implications
in a 10-Week Training Program”

– Training improved performance of both sighted and blind participants, but neither group reached the
level of experienced experts;

– Some sighted participants performed better than the blind novices after the same training, though
this can be attributed to younger age and/or superior binaural hearing;

– The ability to learn click-based echolocation is not strongly limited by age or level of vision.

S – discriminating disc
size (Thaler,

Foresteire, 2017) or
orientation

D – navigating a simple
virtual T, U or Z maze

and a real natural
environment

V – virtual mazes with
recorded clicks

L – live tasks with
participant mouth clicks

in an echo-dampened
room

N – mouth clicks (live
and prerecorded)

14S + 12B + 7EB

Bujacz

et al. (2022a)
“Echovis – A Collection of Human Echolocation Tests Performed by Blind and Sighted Individuals:
A Pilot Study”

– Better results were achieved for outdoor tests than indoors and the worst in a padded room;
– Additional signal emissions marginally helped in determining an obstacle’s direction, but not a dis-

tance;
– Blind and sighted participants performed similarly in most tests, statistically significant difference

was found only for determining the distance to an obstacle;
– A high correlation between certainty in answers and their real correctness was noted for all adult

participants, but not for blind children;
– In dynamic trials the average click rate when using a mechanical clicker was once every 2 seconds.
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S – localizing a 2 m
wooden wall at
distances 1–3 m,

D – approaching a wall,
walking parallel to
a wall, localizing an
off-the path object

L – similar tests
performed outdoors and
indoors; static indoor
tests were compared

in an empty room and
in an acoustically

padded room, as well as
with binaural

recordings (R) in the
same environments

A – mechanical clicker
or synthetized expert
click from (Thaler

et al., 2017)

10B + 10S
(+ 10B children)

Bujacz

et al. (2022b)
“Comparison of Echolocation Abilities of Blind and Normally Sighted Humans using Different Source
Sounds”

– Almost all blind and sighted participants performed significantly above random;
– Blind participants performed significantly better than the sighted ones; however, the difference dis-

appeared once the blind participants were analyzed as two separate groups – totally blind vs visually
impaired;

– Legally blind participants that retained any level of light sensitivity performed on average the same
as sighted participants;

– From the ten analyzed sounds pink and blue noises along with 3 kHz and 4 kHz percussion were
significantly best for accuracy of the echolocation.

S – localizing a 1× 2 m
vertical wall at

distances 1–3 m and
directions −45○ to 45○

L - outdoors using ten
different sounds
generated by the

participant or played
from a BT speaker at

waist-height

N – mouth clicks or
hand clapping

A – 1–5 kHz percussion,
pink and blue noise,
mechanical clicker,

synthetized expert click
(Thaler et al., 2017)

12B + 14S

Table 2. Summary table of recent review papers.

Kish (2003) “Sonic Echolocation: A Modern Review and Synthesis of the Literature”

– Paper written by a blind echolocation expert;
– Extensive review of the early literature on echolocation, including early misconceptions about “facial
vision” from the first half of the XX century and many practical experiments from the 60s and 70s;
– Review of studies testing various aspects of echolocation including the use of different targets and
different sonic sources;
– Review of studies on the learning of echolocation by sighted subjects and proposals of training pro-
grammes for the blind.

Arias

et al. (2012)
“Echolocation An Action-Perception Phenomenon”

– Review paper presenting a historical categorisation of the main studies concerning echolocation;
– The authors conclude that echolocation is a “closed-loop perception-action behaviour, in which the
subject modulates action (self-generated echolocation signals, exploratory head movements) to control
perception (auditory Gestalts learned through implicit learning)”.

Kolarik

et al. (2016)
“Auditory Distance Perception in Humans: A Review of Cues, Development, Neuronal Bases, and Effects
of Sensory Loss”

– A review paper focusing on four aspects of auditory distance perception: cue processing, development,
consequences of visual and auditory loss, and neurological bases;
– Blind individuals often manifest supra-normal abilities to judge relative distance but show a deficit in
absolute distance judgments;
– Following hearing loss, the use of an auditory level as a distance cue remains robust, while the rever-
beration cue becomes less effective.

Thaler,

Goodale

(2016)

“Echolocation in Humans: an Overview”

– A review paper summarizing the history of echolocation studies, analyzing the typical mission signal;
– An assessment of distance, direction and size discrimination is provided from several studies;
– A large review of neural underpinnings of echolocation, especially the plasticity of the brain to adapt
“visual” areas to process echolocation signals.
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Kolarik

et al. (2021)
“A Framework to Account for the Effects of Visual Loss on Human Auditory Abilities”

– The paper reviews numerous studies related to the impact of vision loss on spatial and non-spatial
auditory perception;
– Authors propose a framework comprising a set of nine principles that can be used to predict and
explain why given auditory abilities are enhanced or degraded after the loss of vision;
– Effects of early, late, partial and full visual loss are also discussed;
– The framework includes a Perceptual Restructuring Hypothesis that posits utilization of available
cortical resources to provide the most accurate and useful information, sometimes at a loss of some
auditory abilities.

Table 3. Static echolocation tests.

Binary – state the presence or absence of an obstacle

Examples:

A disc (50 cm diameter) placed at 1 or 1.5 m (Schenkman et al., 2016),
0.5–5 m (Schenkman, Niessen, 2010) or at 1–3 m (Schenkman, Niessen,
2011; Norman, Thaler, 2018);

A disc (60 cm diameter) placed directly at 1 to 2 m (Thaler, Castillo-

Serrano, 2016), or 1, 2 or 3 m (Norman, Thaler, 2021);

A disc (17.5 cm diameter) placed 1 m at different azimuth angles (from 0°–
directly in front to 180○ – directly behind) (Thaler et al., 2018);

A disc (50 cm diameter) placed from 0.7 to 3.9 m and moved further or closer
based on the correct or incorrect answer (Tirado et al., 2019).

e.g., “Is there an object in front of you?”

Distinguish between objects

A reference disc (diameter 25.4 cm) and 5 comparison discs (diameter 5.1–
22.9 cm) placed at different distance 0.33 m, 0.5 m or 0.75 m (Teng, Whit-

ney, 2011);

Four geometrical shapes: rectangle 100× 16 cm vertically or horizontally,
square 40 cm, triangle 52 cm wide and 45 cm high (Milne et al., 2014);

A reference disc (diameter 25.4 cm) and 5 comparison discs (diameter 5.1–
22.9 cm) placed 0.5 m away (Ekkel et al., 2017);

Two distinct architectural structures from a distance 1.5 m or 10 m
(Rychtarikova et al., 2017);

Distinguish which wall was more reflective (Kritly et al., 2021).

e.g., “Which is the larger object?”

Determine direction and/or distance to obstacle:

A wall (1.83 m × 0.914 m× 1.27 cm) placed at 0.91 m, 1.83 m, 2.74 m or
3.66 m from the starting point (Rosenblum et al., 2000);

A virtual reflective surface placed 1.7–6.8 m in front or 1.7 m at an angle
15–45○ (Schörnich et al., 2012);

Rectangular bars (length 40–180 cm, width 6–27 cm) placed at 0.3–1.5 cm
(depending on obstacle size) (Tonelli et al., 2016);

A disk (28.5 cm or 80 cm diameter) placed 0.5 m or 1.5 m from a participant
(Thaler et al., 2019);

The 1× 2 m wall at distances 1 to 3 m (Bujacz et al., 2018; 2022b);

The 60× 120 cm board at a distance 90 to 270 cm (Heller et al., 2017).

e.g., “Where is the object?”
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3. Static versus dynamic trails

A good way to subdivide test methodologies are
static and dynamic trials. In the static trials the test
participant is not moving and localizes real or virtual
targets of different types (the most common being cir-
cular disks 50 cm in diameter) at different distances
(from 30 cm up to 5 m) or directions. In moving tri-
als the echolocator travels through a simple controlled
environment localizing one or more obstacles or nav-
igating simple mazes. Tables 3 and 4 summarize the
most common types of tests.

Most of the studies devoted to human echolocation
are based on static experiments. This is because such
tests are more straightforward to plan, carry out, and
the results are simpler to analyze and interpret. The
participants sit or stand and provide answers about
the direction and distance of objects positioned in the
environment. Trials that utilize recordings or renders
can also be generally regarded as static, though they
are discussed in a separate section.

The static tests can be divided into four main
categories: binary tests, distance, location or size/type
discrimination tests (Thaler, Goodale, 2016). In
binary tests, participants simply state the presence

Table 4. Dynamic trials.

Approach a wall or an obstacle

Detected a wall (1.8 m× 0.9 m× 1.3 cm) placed at 0.9 m, 1.8 m, 2.7 m or
3.7 m from the starting point while moving along a guide string (Rosenblum

et al., 2000);

Approached a wall from a random distance (3, 4 or 5 m) to stop at touch
distance (Bujacz et al., 2022a).

e.g., “Walk to the wall and stop before it”.

Travel a path and detect obstacles on or off the path

Navigated the length of the large room (24× 15 m) with four obstacles
(1.46× 1.03 m, 0.73× 1.03 m, 0.515× 0.73 m, and 0.365× 0.51 m pieces of
cardboard, suspended from metal racks so that the obstacle midpoint was
placed at 1.44 m from the ground), placed 7, 11, 15, and 19 m from the
starting point (Schenkman, Jansson, 1986);

Navigated a corridor built of wooden panels (1.85× 1.1 m) of different shapes
(opened to the left or right, closed from both sides) (Fiehler et al., 2015);

Navigated the length of the room (5.8× 9× 3 m) with two obstacles
(80× 80 cm polystyrene blocks), placed 2.1–4 m from a starting plane at
a different height (Thaler et al., 2020a);

Localized obstacles placed off the path (car, streetlight, open door, end of
wall) (Bujacz et al., 2022a).

e.g., “Walk the path and avoid the face
level obstacle”.

Navigate in an artificial “maze” or other environment

Navigated a corridor built of wooden panels (1.85× 1.1 m) of different shapes
(opened to the left or right, closed from both sides) (Fiehle et al., 2015);

Navigated a corridor built of poly-methyl methacrylate panels (4× 1.1 m) of
different shapes (opened to the left or right, closed from both sides) (Tonelli

et al., 2018);

Navigate a virtual maze (Dodsworth et al., 2020; Norman, Thaler, 2021).
e.g. “Find the corridor that is not a dead
end”.

of an obstacle or the lack of thereof. A frequently
used object for detection is a disc, e.g., 50–100 cm in
diameter, and placed 1–2 m in front of test subjects
who produce the echolocation sound themselves
(Thaler, Castillo-Serrano, 2016) or only listen
to the recordings (Schenkman et al., 2016). The disc
in the binary test is usually not removed entirely, but
rotated 90○ as to present a narrow, non-reflecting edge
to the participant. The binary test can be modified by
placing a disk at an angle to the participants. While
an obstacle displacement up to 90○ does not affect the
overall performance significantly, there was a sudden
accuracy decrease observed at 135○ (Thaler et al.,
2018). Another modification to a binary test was
implemented in the study by (Tirado et al., 2019).
A distance to an obstacle was modified based on the
accuracy of the participants’ answers. An obstacle was
not removed from a setup, only turned perpendicular
to a test subject (non-reflective mode). Correct identi-
fication of a reflective mode increased the distance by
0.25 m, correct identification of a non-reflective mode
did not change the distance. False-negative iden-
tification decreased the distance by 0.25 m and false-
positive identification decreased the distance by
0.5 m. While simple in design, the binary tests provide
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information not only on the range and resolution of
effective echolocation, but they also allow to collect
information on optimal echolocation sound parame-
ters under controlled conditions (Thaler, Castillo-

Serrano, 2016).
Another type of a static test concerns distinguish-

ing between two types of objects, e.g., big and small.
The size discrimination test usually takes the form of
two-alterative forced-choice task. The two objects are
placed at the same distance and presented to a partic-
ipant simultaneously. The test subject must indicate
where the bigger object is located (Teng, Whitney,
2011). Alternatively, in the study by Rychtarikova

et al. (2017) participants were asked to differentiate
between two distinct architectural structures (stair-
case and different types of walls: parabolic, sinusoid,
periodic squared, broad, narrow, convex circular, and
a narrow wall with an aperture).

As far as distance discrimination is concerned, the
participants are presented with an obstacle placed at
a different distance. Their task is to report the relative
distance to an object. The obstacles of different sizes
can be utilized in this type of test, with the object
size increasing along with the distance (Tonelli et al.,
2016). Two obstacles of the same size can be also used,
the first one as a reference and the second one placed
at an angle (Schörnich et al., 2012).

The types, sizes and distances of objects/obstacles
are listed in cells 3. of Table 1 for the various echolo-
cation studies as well as summarized in Table 2. Most
obstacles/objects range 20–60 cm in size and 1–2 m in
distance from the observer, though large walls or pan-
els are also sometimes used.

An important methodology question has been
whether to conduct echolocation studies in echoic or
anechoic environments (Kolarik et al., 2014). On the
one hand, it can be expected that in an anechoic en-
vironment a subject could better focus only on the
single reflection from an object or obstacle used dur-
ing the test. On the other, anechoic environments are
very unnatural to humans, make loudness judgements
more difficult, and provide no background to perceive
an “acoustic shadow” – the blocking of more distant
echoes (Bujacz et al., 2018). Luckily, this matter has
more or less been settled, as a number of studies have
demonstrated that obstacle detection in anechoic or
acoustically dampened settings is marginally (Bujacz

et al., 2018) or even significantly worse than in natural
environments (Tonelli et al., 2016).

An important observation was made by Milne

et al. (2014) who noticed that expert echolocators
could determine the shape of objects with exceptional
accuracy when they were allowed to make head move-
ments. These results can be explained by other studies
that noted that blind people are more sensitive to inter-
aural level (ILD) differences than the sighted individu-
als (Nilsson, Schenkman, 2016). Also, Wallmeier

and Wiegrebe (2014) observed that when it comes
to distance discrimination, head movements in a static
position did not much improve echolocation perfor-
mance. On the other hand, when the tester changed
its reference positions the distance discrimination of
objects has improved.

Here, we can state that, although the static tests
have brought important insight into human echolo-
cation abilities, they are far from real live situations
in which the visually impaired would use echolocation in
practice. The dynamic echolocation tests were carried
out mainly with participation of expert echolocators.

An interesting approach to testing echoloca-
tion abilities in dynamic settings was proposed by
Dodsworth et al. (2020) who underlined the impor-
tance of “active” navigation tasks for safe mobility and
wayfinding. They made binaural acoustic recordings in
real environments that were later replayed to test par-
ticipants, who moved in the replicated virtual spaces.
Such an approach is worth further studies because the
results show that sighted people after 20 virtual navi-
gation training sessions acquire and generalize naviga-
tion abilities using echo-acoustics. Also, the three blind
echolocator experts were able to complete similar vir-
tual navigation tasks without any training.

Another recent study by Tonelli et al. (2018) has
been the first to investigate the influence of the body
motion in real environments on echolocation abilities.
The authors of the study built a corridor of com-
plex geometries composed of sound-reflecting panels
and asked the blindfolded sighted individuals, without
prior echolocation experience, to move in such model
spaces. The trial participants used mouth clicks to ex-
plore the space. The results confirm that kinematic
activity of an individual such as walking and a stop-
ping pattern and also head movements allow him/her
to successfully navigate in new environments by the
use of self-generated echoes.

We can conclude that from numerous studies we
have acquired a good understanding of human echolo-
cation abilities confirmed in the static experiments.
However, studies of human-echolocation in dynamic
experiments, i.e., while the test participant actively ex-
plores the environment, are sparse and few. We see two
prospective research directions in this context. First,
echolocation while moving in virtual reality environ-
ments, although difficult to simulate, can be a good
solution (Dodsworth et al., 2020). Second, the re-
search initiated by Tonelli et al. (2018) should be ex-
panded and concentrate on echolocation abilities while
the trial participant is in motion in real environments.
Results of such studies can bring new insights into the
interrelation between the body motion and space ex-
ploration capabilities of the visually impaired.

The key observations from the static echolocation
trials carried out with blind and sighted participants
are the following:
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– echolocation can be learnt and trained by sighted
people (Norman, Thaler, 2021);

– experienced echolocators significantly outperform
novices (Norman, Thaler, 2020; Vercillo

et al., 2014);

– expert echolocators can detect changes in a dis-
tance of 3 cm at a reference distance of 50 cm,
and a change of 7 cm at a reference distance of
150 cm (Thaler et al., 2019).

The conclusions from a few dynamic echolocation
trials are the following (Thaler et al., 2020b):

– echolocation experts walked just as fast as sighted
participants using vision;

– participants who made clicks with a higher spec-
tral frequency content and higher clicking rates
walked faster;

– the use of echolocation significantly decreased col-
lision occurrences with obstacles at head height,
but not at ground level.

4. Sound sources – artificial versus natural

There are numerous ways to produce sound sources
that serve as the origin signal for the echoes used in
echolocation. Early echolocation research in the first
half of the XX century had to verify experimentally
that the blind participants of their tests were using
sounds (e.g., of their own footsteps or cane taps) to de-
tect obstacles (Kish, 2003). Now that the phenomenon
of echolocation is much better understood, there has
been a growing interest in determining the influence of
a sound source on echolocation, trying to analyze and
even potentially optimize it (Thaler et al., 2017).

Currently, the list of sounds used by the blind for
echolocation is quite long: there are mouth or hand-
made sounds (such as clicks, finger snaps, clapping or

Table 5. Commonly tested natural and artificial sound.

Natural Artificial

Mouth-made sounds:
– tongue clicks (Fiehle et al., 2015, 2015; Heller et al.,

2017; Rojas et al., 2008; Smith, Baker, 2012; Teng,
Whitney, 2011; Thaler et al., 2017, 2018, 2019;
Thaler, Castillo-Serrano, 2016; Tonelli et al.,
2016, 2018);

– oral “ch”, lip “ch”, whistling (Rojas et al., 2008);
– unvoiced consonant “s” (Schörnich et al., 2012).

Mechanical-made sounds:
– cane taps (Arias, Ramos, 1997; Schenkman, Jansson,

1986);
– mechanical clickers (Arias, Ramos, 1997; Bujacz et al.,

2018).

Hand-made sounds:
– finger snapping (Rojas et al., 2008);
– hand clapping (Rojas et al., 2010; Tonelli et al., 2016);
– knuckle vacuum pulses (Rojas et al., 2010).

Computer-made sounds:
– synthetic clicks (Bujacz et al., 2018; 2022b; Dodsworth

et al., 2020; Heller et al., 2017; Nilsson, Schenkman,
2015; Thaler et al., 2011, 2017 2020a; Thaler,
Castillo-Serrano, 2016; Tirado et al., 2019);

– noise (white or pink) (Arias, Ramos, 1997; Ekkel

et al., 2017; Gori et al., 2014; Schenkman et al., 2016);
– transient trains (Arias, Ramos, 1997);
– short noise bursts (Arias, Ramos, 1997; Nilsson,

Schenkman, 2016; Schenkman et al., 2016).

knuckle vacuum pulses), mechanical sounds (cane taps,
mechanical clickers or castaneta’s) and artificially syn-
thesized sounds played from speakers, such as modelled
clicks, white or pink noise bursts or rectangular pulses.
Table 5 summarizes this division and in this section
we discuss key studies related to testing or analyzing
sound sources used for echolocation.

All signals that could be used in human echoloca-
tion can be categorized into the two main groups: arti-
ficial and natural sounds. Research on natural sounds
can be divided into mouth and hand-made signals. Ro-

jas et al. (2009) have examined many natural gener-
ated sounds such as palatal clicks, oral “ch” (sound of
tongue moving backwards from teeth), lip “ch” (quick
munching), finger snapping and hand clapping, an “iu”
sound vocalization or whistling to imitate bat chirps.
These natural sounds were analyzed with respect to us-
ability, reproducibility and intensity. The results sug-
gest that the oral produced click is the most suit-
able for human echolocation. Its spectrum consists of
clearly separated frequency bands. The signal energy
concentrates on average at a frequency of 1.15 kHz, al-
though the study only tested 10 sighted volunteers. In
a follow-up study it was shown that the oral clicks are
effective in the presence of ambient noise (Rojas et

al., 2010).
In a different study, Smith and Baker (2012)

report that the tongue-click generated be an expert
echolocator is a complex sound and feature a wide
spectrum band. In their group of that the spectrum
peak of a tongue-click is located at 3 kHz, and its band-
width is located within the range of 1.5 kHz to 4.5 kHz.
The authors also conclude that it is the large fractional
bandwidth (spectrum width) of the click that gives it
great range resolution.

Results from the study conducted by Thaler and
Castillo-Serrano (2016) show a difference in detec-
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tion accuracy between the sounds generated by a ton-
gue and artificially generated clicks produced by
a head-worn speaker in a sighted participant group.
During echolocation sessions with the use of a loud-
speaker and an obstacle positioned at a distance of
1 m, echolocators were more accurate in locating an
obstacle (M = 0.653, SD = 0.161) than in sessions in
which natural sounds were generated with a tongue
(M = 0.579, SD = 0.093). However, while performing
the same tests at a distance of 2 m object localiza-
tion accuracies were comparable, with slightly better
results obtained with the use of artificially genera-
ted clicks. When the tests were repeated, the echo-
location precision of the testers improved, with signif-
icantly better results for the speaker-generated echo-
location sounds.

Thaler and Castillo-Serrano (2016) tested
the echolocation abilities of two blind echolocators.
The first subject with a longer experience performed
perfectly in each trial. The second person was less accu-
rate, but still performed much better than the sighted
participants. This person preferred using tongue gen-
erated sounds.

Ekkel et al. (2017) conducted trials with twenty-
three sighted participants in a soundproof room 2 to
examine peoples’ ability to discriminate size of objects
by using echolocation techniques. Among all the tests,
they compared results with no sound generated and
with the use of white noise produced by a small speaker
that was attached to participants’ foreheads. Obsta-
cles were positioned at different angular directions. Al-
though, the echolocation results with white noise were
better than chance, the authors concluded that the dif-
ferences were not statistically significant (p = 0.052).

In a recent study by Tirado et al. (2019) several
participants have attempted tests both with synthetic
clicks played from a loudspeaker and with their own
mouth clicks. The authors observed that sighted par-
ticipants novices to echolocation generally did better
with the synthetic sounds, while the blind participants
performed equally well with mouth clicks and with the
sound played from speakers. The key might be a lower
ability of the inexperienced echolocators to produce
repeatable “efficient vocalizations”, while loudspeaker-
generated sounds are perfectly repeatable.

There is a lack of a clear answer as to the use-
fulness of noise sounds for echolocation. One of the
few studies that compared different types of sounds
(Arias, Ramos, 1997) showed that white noise re-
sulted in more correct echolocation answers than click
sounds for a group of sighted volunteers in a test
with recordings of real echoes, but not with synthetic
echoes. On the other hand, in other studies (Ekkel

et al., 2017) white noise was a worse sound when com-
pared to clicks, or there was no statistically significant
difference between sound types (Norman, Thaler,
2020).

None of the sound-related studies used large num-
bers of participants, so many conclusions may not
be significant; however, the general agreement is that
sounds optimal for echolocation should be relatively
wide-band with at least some energy in the higher
5–10 kHz range, but with a peak frequency in a range
of 1–4 kHz. This is not only because of the sensitivity of
the human ears, but also due to the reflectivity of var-
ious surfaces in the environment (Norman, Thaler,
2018). Conclusions from older studies (Kish, 2003)
show that higher frequencies are the key to localiz-
ing objects that are smaller and/or further away, but
are not necessary for large and nearby objects. Sim-
ilar conclusions have been drawn from bat echoloca-
tion studies, showing that bats use higher frequency
ultrasound for localizing small insects, while lower fre-
quencies for large obstacles and walls (Griffin, 1958,
pp. xviii, 413).

Also, the familiarity of the echolocator with the
sound, especially its spectral content, plays a key role,
as demonstrated by Norman and Thaler (2020).
This is likely why repeatability of an echolocation
signal is important, and why inexperienced echoloca-
tors may prefer artificial sounds over untrained mouth
clicks, which vary significantly in spectrum (Bogus,

Bujacz, 2021).
A final observation from other studies (Thaler,

Castillo-Serrano, 2016) and the authors’ own ex-
periences (Bujacz et al., 2021) is that for experienced
echolocators the sound source type seems to make lit-
tle or no difference; however, for novice blind echoloca-
tors and sighted persons there are sounds that can give
a significant improvement in echolocation accuracy,
i.e., sounds with appropriately wide and predictable
spectral content.

5. Blind versus sighted testers

From the 42 echolocation studies with volunteer
participants reviewed in this paper, 31 were conducted
with involvement of blind echolocators and 13 tested
only normally sighted volunteers. Only 11 studies had
more than 30 participants, while 14 had less than 10
participants. The first thing evident from the review is
that the testing groups are usually very small, often too
small to draw strong statistically significant conclu-
sions, which has been noticed by previous meta reviews
(Teng, Whitney, 2011). The usual textbook advice
for parametric tests that expect probabilistic distribu-
tions of results is to collect a minimum of 30 samples
(Corder, Foreman, 2009). The average number of
blind participants in the reviewed studies was 8 and
sighted participants 19. It was even more difficult to
find experiments with a group of experienced echolo-
cators larger than 3.

Several studies compare the listening abilities of
blind and sighted with mixed results. On the one
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hand, the binaural localization accuracy of blind lis-
teners has been shown to be worse with virtual sources
(Dobrucki et al., 2010), which can be attributed to
the lack of audio-visual feedback training their per-
ception. On the other hand, the visually impaired are
definitely more experienced in interpreting sounds oc-
curring naturally thus their sense of hearing is more
trained, increasing the sensitivity to monoaural or bin-
aural cues (Nilsson, Schenkman, 2016) as well as lo-
calization abilities in peripheral (Lessard et al., 1998)
and far-space (Voss et al., 2004). In the two stud-
ies (Nilsson, Schenkman, 2016; Schenkman et al.,
2016) 23 and 12 blind testers took part in echoloca-
tion experiments, respectively and twice the number
of sighted testers. The studies showed that blind peo-
ple are more sensitive than sighted people to binaural
sound-location cues, particularly inter-aural level dif-
ferences (ILDs). The authors of the study suggest that
this observation may be related to the blind person’s
experience of localizing reflected sounds, for which
ILDs may be more efficient than the inter-aural time
differences (ITDs). The latter study also shows that,
on average, the blind outperforms the sighted testers
(noise and bursting type sounds were used). It was
also noted, however, that the three best sighted echolo-
cators performed significantly above the mean perfor-
mance of all the blind participants.

Quick learning capabilities of untrained novices in
echolocation were also noted in the studies reported
by Teng and Whitney (2011). These sighted testers
were able to detect size and location of objects with
a surprising precision. A majority of studies (Bujacz

et al., 2018; Thaler, Castillo-Serrano, 2016) con-
firm that blind echolocators perform generally bet-
ter than the sighted participants, while some show
a significant difference only in specific conditions, e.g.,
when using mouth clicks – compared to a loudspeaker
(Thaler, Castillo-Serrano, 2016). Finally, a re-
cent study with 17 blind testers conducted by Thaler

et al. (2020b) have showed remarkable abilities of ex-
pert echolocators, who walked in test environments as
fast as sighted (and not blindfolded) participants.

The main conclusion from the reviewed studies is
that the main factor in echolocation ability is not
blindness or sight, but the experience with the use of
echolocation, even if untrained. Research has shown
that echolocation skills can be quickly learned by
sighted individuals, even to a level that outperforms
blind individuals (Norman, Thaler, 2021). This ob-
servation suggests that effective echolocation training
programmes can be worked out for novice echolocators
(FIRR, 2019; Holmes, 2011).

5.1. Learning to echolocate

Several of the reviewed papers focused on the pro-
cess of learning to echolocate and all came to the conclu-

sion that sighted persons can acquire and demon-
strate this skill just as efficiently (Thaler, Castillo-

Serrano, 2016) or even better than the blind (Ekkel

et al., 2017; Teng, Whitney, 2011; Tonelli et al.,
2016), especially better than novice blind children
(Bujacz et al., 2018) or blind seniors (Norman et al.,
2021). By appropriate echolocation training, both the
blind and sighted people can learn to confidently de-
tect the presence and/or location of objects of up to
distances of 3–4 m and thus use echolocation for ob-
stacle avoidance and to aid in orientation.

Several publications have been aimed at developing
a curriculum for echolocation training (FIRR, 2019;
Kish, Hook, 2017; Norman et al., 2021). Typical
exercises in such training programs involve first im-
proving awareness of echoes, as our brain intuitively
ignores them. Daniel Kish has referred to this step as
“unlocking”. Other preparatory exercises involve prac-
ticing general sound recognition and localization skills
to improve overall hearing. Then the practice moves
on to the sound source signals (usually mouth clicks)
to make them as repeatable as possible and as loud as
necessary.

Recently a valuable active echolocation training
curriculum for people with visual impairment has been
elaborated within the Erasmus+ EU programme ti-
tled: Echolocation for people with visual impairment
(FIRR, 2019) in which three countries have partic-
ipated, i.e., Poland, Denmark, and Lithuania. This
open access (under a Creative Commons License) cur-
riculum is dedicated to Orientation & Mobility (O&M)
instructors as an educational aid for teaching active
echolocation. It consists of four parts: basic theoret-
ical information on echolocation, learning to produce
tongue-click in basic exercises in using active echolo-
cation inside buildings, active echolocation exercises
in an outdoor environment, and finally the use of com-
plex active echolocation skills, and the methods of on
route problem solving.

A very recent paper on a 10-week echolocation
training of 14 sighted and 12 blind participants (Nor-

man et al., 2021) has made some interesting obser-
vations. Throughout the course that included both
live and VR exercises, the sighted participants per-
formed better than the majority of the blind. This may
be because many of the exercises and tests included
virtual sounds unfamiliar to both groups and because
the sighted group was overall younger.

6. Conclusions

With the ongoing research we understand the phe-
nomenon of echolocation more and more. Myths of “fa-
cial vision” and “obstacle sense” are a thing of the past
(Stock, 2022). It is a well-documented auditory based
phenomenon that both blind and sighted people can
learn with practice (Norman et al., 2021). Since most
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sounds reflected from the environment fall below the
delay threshold to be consciously recognized as sep-
arate auditory events, the echolocation skill must be
implicitly learned through repeated use (Arias et al.,
2012). Neurological studies of blind echolocation ex-
perts show that the extremely flexible human brain will
start to utilize regions previously responsible for vision
to process sounds of environmental echoes (Thaler

et al., 2011).
Testing of echolocation performance primarily con-

sists of volunteer subjects determining the presence of
nearby objects based upon emission of a source sound.
In the majority of studies the subjects are stationary,
the objects are disks 1 m or smaller in diameter and at
distances from several centimeters up to 4 meters. The
simplest tests require declaring the presence or absence
of an obstacle (which for ease of procedure is usually
a surface rotated to show either the flat or edge “view”),
while the more complex ones also ask about the direc-
tion or distance, or have participants discriminate be-
tween different objects. The tests are best conducted in
naturally reflective environments as echolocation per-
formance in anechoic or acoustically dampened rooms
is usually lower (Bujacz et al., 2022a; Schenkman,

Nilsson, 2010). Although the use of binaural record-
ings or virtual reality with spatial audio is much more
efficient for conducting experiments, the echolocation
effectiveness when compared to real-life trials is signif-
icantly lower. This doesn’t invalidate the results, but
lower correctness rates are to be expected in research
with recordings than in live experiments.

The sounds most frequently used in echolocation
and echolocation-related experiments are oral palatal
clicks made by the echolocators, or when using loud-
speaker generated sounds either artificial clicks, per-
cussive sounds or short noise bursts. Generally, the
ideal sounds for echolocation should be familiar to
the echolocator, repeatable, have a peak frequency
near the human optimal hearing range (2–5 kHz), but
also have a high fractional bandwidth (components in
a wider spectrum around the center frequency). New
research suggests, the high frequencies may produce
better effects simply due to higher intensities of re-
flected sounds from typical surfaces used in experi-
ments (Norman, Thaler, 2018).

Many of the reviewed studies had a common weak
point – a low number of participants. This is un-
derstandable due to difficulties in finding visually
impaired volunteers, especially those experienced in
echolocation. However, this can be remedied using var-
ious statistical tools, such as repeated tests for different
subgroups (van de Schoot, Miočević, 2020) and
calculating the minimum detectable effect sizes for the
utilized sample sizes (Norman et al., 2021).

A promising conclusion is that both blind and
sighted persons can efficiently learn echolocation. Af-
ter comparable training courses sighted blindfolded

novices outperform inexperienced blind echolocators
(Norman, Thaler, 2021). This may be a strong argu-
ment to begin echolocation training by persons at high
risk of losing eyesight, such as those with progressing
cataract or glaucoma.
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1. Introduction

Environmental noise is becoming an increasingly
acute problem worldwide, and concerns about reduc-
ing its harmful effects have intensified over the last
twenty years. It is very possible that many people
do not realize its effect on health. Noise is one of
the hazards that threatens the health and well-being
of urban areas inhabitants. Its consequences may not
be immediate; however, it causes disease in the hu-
man body over time through gradual changes that af-
fect the auditory organs and induce negative effects
in the cardio-respiratory, metabolic and nervous sys-
tems (Berglund et al., 1999; Cobzeanu et al., 2019;
World Health Organization [WHO], 2018). The follow-
ing primary annoying symptoms can be acquired due
to daily living in a noisy environment: decreased atten-
tion and ability to concentrate, decreased sleep quality
and a permanent state of fatigue and stress.

At the level of the European Union, the concern re-
lated to the reduction of environmental noise has inten-
sified starting with the Fifth Environment Action Pro-
gram of the European Commission from 1993, which
stated: “no person should be exposed to noise levels
which endanger health and quality of life” (European
Environment Agency [EEA], 2014, p. 6). In 1996, the
European Commission strengthened the idea of prior-

itizing noise assessment as one of the main factors of
environmental pollution through the document “Future
Noise Policy – EU Green Paper” (Commission of the
European Communities [CEC], 1996). Subsequently,
the document that marked a new perspective on the
noise policy and a unified approach among Member
States was Directive 2002/49/EC (2002), also known
as The Environmental Noise Directive (END).

Romania became a member of the European Union
on January 1, 2007. The signing of the EU Accession
Treaty on April 25, 2005, was followed by a period
of preparation for accession and monitoring, during
which Romania was concerned with the transposition
of European legislation related to noise. In 2006, the
preparation of the first noise maps for the main urban
agglomerations began.

The aim of this study is to describe the specific
framework and review the main aspects related to how
the issue of environmental noise in Romania was ap-
proached in the context of alignment with the require-
ments of the European family. The focus of the study
is especially on urban noise mapping.

2. Legislative issues on environmental noise

At the time of initiating the process of accession to
the European Union, the main law for the control of
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noise pollution in Romania was The Law for Environ-
mental Protection, no. 137/1995 (The Law No. 137,
1995), which established the general framework of the
national policy on health protection of the population
exposed to harmful environmental factors.

In 2005, Romania transposed into its national leg-
islation the content of The Environmental Noise Di-
rective (Commission Directive 2002/49/EC, 2002), by
the Government Decision HG 321 (2005)7 on the as-
sessment and management of environmental noise. The
document defined environmental noise as: “unwanted
or harmful sound from the environment, created by hu-
man activities, which includes noise emitted by means
of transport, road, rail, air traffic and from locations
where industrial activities are carried out” (HG 321,
2005). It introduced the noise indicators Lden (day-
evening-night noise level) and Lnight (night-time noise
level), which could be evaluated by interim calcula-
tion methods or measurement during the noise map-
ping process. To avoid, prevent and reduce the harm-
ful effects caused by the exposure of the population
to environmental noise, including discomfort, the law
required the implementation of action plans for areas
affected by excessive noise levels. HG 321 (2005) was
subsequently amended and completed by the follow-
ing Government Decisions: HG 674 (2007), HG 1260
(2012), and HG 944 (2016). The law has also been sup-
plemented by a series of Ministerial Orders, to clarify
its implementation.

Based on the obligations arising from its member-
ship in the European Community, Romania has sub-
sequently adapted the legislation in the field, so that
currently the assessment and management of ambi-
ent noise is regulated by The Law No. 121 (2019).
The new law contains the provisions corresponding
to the Commission Directives 2002/49/EC (2002) and
2015/996 (2015), establishing the obligation to use
common noise assessment methods at the EU level.
Thus, the new law transposes into national legisla-
tion the consolidated version of Commission Directive
2002/49/EC (2002) by setting out: the scope, report-
ing/drafting/approval obligations of strategic noise
maps and action plans under the responsibility of var-
ious authorities, evaluation methods for determining
the noise indicators, provisions regarding the abro-
gation of the Government Decision HG 321 (2005)
with subsequent amendments and completions, the ag-
glomerations to which it applies, and the contraven-
tions. According to Law no. 121 (2019), the limit date
for updating all strategic noise maps in Romania is
June 30, 2022. The strategic noise maps must present
the situation from the previous year for all agglom-
erations, roads, railways and the country’s main air-
ports.

The Romanian government approved (on Febru-
ary 25, 2022) a draft normative act proposed by the
Ministry of Environment, which amends and completes

Law No. 121 (2019), on the assessment and manage-
ment of ambient noise. The draft law mainly con-
tains the provisions of Commission Directive 2020/367
(2020) of March 4, 2020, amending Annex III to Di-
rective 2002/49/EC (2002) of the European Parlia-
ment and of the Council, as regards the establishment
of methods for assessing the harmful effects of envi-
ronmental noise and the responsibilities of public ad-
ministration authorities.

3. The environmental noise context in Romania.

Practical approach

According to the END (Commission Directive
2002/49/EC, 2002, p. 14), noise mapping means: “the
presentation of data on an existing or predicted noise
situation in terms of a noise indicator, indicating
breaches of any relevant limit value in force, the num-
ber of people affected in a certain area, or the number
of dwellings exposed to certain values of a noise indi-
cator in a certain area”. For the first noise mapping
exercise, in 2007, Romania had to provide noise expo-
sure information for urban agglomerations with more
than 250 thousand inhabitants, for major roads with
more than 6 million vehicles per year, major railways
with more than 60 thousand trains per year and major
airports with more than 50 thousand air traffic move-
ments per year. As it did not have national calcula-
tion methods for noise indicators, the interim calcula-
tion methods recommended by the European Commis-
sion were used, in accordance with the requirements of
HG 321 (2005). Noise maps were prepared for 9 cities:
Bucharest, Braşov, Cluj-Napoca, Constanţa, Craiova,
Galaţi, Iaşi, Ploieşti, Timişoara, for 31 sections of na-
tional roads totaling 274.4 km, for 2 main railway sec-
tions: Bucharest North – Chitila, Saligny – Palas, and
for the railway stations: Ploieşti Sud, Arad, Simeria
Călători, representing a total of 68 km. Regarding the
noise due to air traffic, Henri Coandă International Air-
port in Bucharest was analyzed, which had registered
55 430 air traffic movements during 2006. Noise map-
ping for Bucharest Băneasa, Cluj-Napoca, Iaşi, and
Craiova airports was treated as part of the respective
urban agglomerations.

It can be said that this first round of noise mapping
in Romania was a pioneering one, even if some previ-
ous studies related to the noise inside urban agglom-
erations have been made before 2006, and also there
were periodic assessments and measurements made by
the environmental agencies. The main challenges en-
countered were:

– the relatively short time for transposing European
legislation and adapting national legislation;

– lack of a national methodology and strategy for
assessing and predicting noise in agglomerations
and its impact on the population;
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– lack of digital maps for most areas to be analyzed;

– finding the material, financial, and human re-
sources to be allocated to this action;

– the need to train people involved in the use of
software for noise mapping and more.

This first round opened a profitable market for
companies specialized in consulting and noise analy-
sis in Romania and the EU. The strategic noise maps,
and later the action plans for the different objectives,
were made by various companies by contracting ser-
vices. They used specialized software for noise predic-
tion and sets of measurements to validate the results
of the calculation models. Although their approaches
have a common base, they have been pretty much dif-
ferent.

Strategic noise maps produced in the context of the
END are generated every five years, the aim being to
obtain an updated and retrospective representation of
the environmental noise climate. Thus, 2012 is linked
with the second round of noise mapping, whose main
feature was the expansion of the analysis area and data
required. The threshold for agglomerations went down
from 250 thousand to 100 thousand inhabitants and
the number of target cities increased from 9 to 19, as
specified in (HG 1260, 2012). The main roads targeted
were those with over 3 million vehicles per year, to-
taling 3269 km in 270 road segments. The legislation
(HG 1260, 2012) also indicates the other areas to be
analyzed: 51.4 km of railways, Henri Coandă Interna-
tional Airport in Bucharest, and 9 other urban airports
identified within the targeted agglomerations.

The last modification and completion of HG 321
(2005) were made by Government Decision HG 944
(2016). It clarified the responsibilities for drawing up
strategic noise maps and action plans for the railways
inside the agglomerations and the deadline by which
interim calculation methods can be used. The agglom-
erations, main roads, main railways, and major air-
ports associated with the third round of noise map-
ping were specified, for which the completion dead-

Table 1. Population exposed to noise from different sources in Romania, 2007.

Number of people exposed
to different noise bands (Lden)

Number of people exposed
to different noise bands (Lnight)

55–59 60–64 65–69 70–74 >75 50–55 55–59 60–64 65–69 >70

Inside agglomerations

Roads 943 800 1 052 300 607 300 223 900 51 700 1 021 500 664 800 285 400 71 300 13 500

Railways 153 300 100 600 17 300 1 700 200 144 200 53 000 7 900 700 200

Airports 9 400 10 000 5 600 400 400 14 300 9 500 3 200 400 300

Industry 42 200 24 000 13 000 10 300 900 28 300 8 200 4 200 9 600 100

Outside urban areas

Major roads 22 700 15 400 21 900 5 700 1 100 17 900 13 200 8 000 2 600 300

Major railways 3 900 1 000 0 0 0 3 400 700 0 0 0

Major airports 2 400 500 100 0 0 3 900 1 300 100 100 0

lines were set: June 30, 2017 for strategic noise maps
and July 18, 2018 for action plans (HG 944, 2016).
This third round was characterized in Romania by
stability. A sufficiently good knowledge of the work-
ing procedures and a high enough level of expertise
were reached, which generated a certain continuity and
confidence in the obtained results. The areas targeted
for noise analysis remained approximately the same:
20 urban agglomerations, 261 sections of main roads
totaling 3382.6 km, 488.2 km of railway, Henri Coandă
International Airport in Bucharest, and 10 other urban
airports identified within the selected agglomerations.

4. Data on noise exposure

The strategic noise maps and the action plans that
followed them were available for a while on the websites
of the local public administrations and the authorities
responsible for their elaboration. Gradually the doc-
uments were replaced with their new variants, now
with those related to the third round of noise mapping.
The numerical data presented as follows were obtained
from the reported data on noise exposure covered by
Directive 2002/49/EC (2021), provided by the EEA.
They are part of the data submitted by EEA member
countries until January 1, 2021. Using the available
data, the EEA has conducted comprehensive analyzes
of the noise exposure situation in Europe associated
with the three rounds of noise mapping (EEA, 2014;
2019).

In the data presented in Tables 1 to 3, one may
observe that in Romania, most people are exposed to
the noise generated by road traffic inside urban areas
as it is observed in other European Union countries.
The highest number of people are exposed to the two
lowest noise bands mapped: 55–59 dB and 60–64 dB
Lden, 50–55 dB and 55–59 dB Lnight. This is a predic-
tive result, as far as the used calculation models agree
on the rate and type of noise attenuation during prop-
agation from the source, implying the increase of the
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Table 2. Population exposed to noise from different sources in Romania, 2012.

Number of people exposed
to different noise bands (Lden)

Number of people exposed
to different noise bands (Lnight)

55–59 60–64 65–69 70–74 >75 50–55 55–59 60–64 65–69 >70

Inside agglomerations

Roads 543 800 843 400 775 800 268 700 79 400 790 200 830 100 329 000 124 900 16 700

Railways 120 400 118 100 32 900 4 000 0 119 000 98 500 21 500 2 600 0

Airports 30 000 10 000 4 000 300 0 19 000 6 000 1 300 0 0

Industry 141 600 73 100 15 200 700 0 56 800 6600 500 0 0

Outside urban areas

Major roads 356 800 275 300 254 900 149 300 38 100 301 500 264 100 209 300 86 300 8 100

Major railways 19 000 4 500 1 300 400 0 8 100 1 700 600 100 0

Major airports 6 400 100 0 0 0 200 0 0 0 0

Table 3. Population exposed to noise from different sources in Romania, 2017.

Number of people exposed
to different noise bands (Lden)

Number of people exposed
to different noise bands (Lnight)

55–59 60–64 65–69 70–74 >75 50–55 55–59 60–64 65–69 >70

Inside agglomerations

Roads 1 076 600 828 600 583 400 230 800 33 300 1 005 400 599 000 271 800 76 600 3 900

Railways 48 300 41 000 7 100 300 0 40 800 46 800 5 800 100 0

Airports 3 300 200 0 0 0 11 600 1 600 100 0 0

Industry 13 200 2 300 300 0 0 5 400 1 400 300 0 0

Outside urban areas

Major roads 350 200 326 300 325 500 160 000 34 200 324 900 331 700 215 700 63 900 4 500

Major railways 28 700 16 000 5 200 300 0 24 700 13 300 3 300 200 0

Major airports 14 700 600 100 0 0 5 300 200 0 0 0

exposed people over the propagation distance as the
noise level decreases. This intuitive result is confirmed
by the numerical values presented for industrial noise
in 2007, 2012, and 2017 for all noise bands. In the case
of the other three categories of noise sources, there
are some discrepancies: the greater number of exposed
people is in the band of 60–64 dB than in 55–59 dB
Lden in Table 1 (roads and airports noise) and Table 2
(roads noise), the greater number of exposed people
is in the band of 55–59 dB than in 50–55 dB Lnight in
Table 2 (roads noise) and Table 3 (railways noise). It
should also be mentioned that similar observations can
also be made, for some other EU agglomerations, by
studying the previously mentioned database provided
by the EEA.

The results presented in Tables 1, 2, and 3 cannot
be compared between years in terms of the number of
people affected at the country level because the an-
alyzed objectives were not identical, and the analysis
methods were approached quite differently in the three
rounds of noise mapping.

The comparative diagram in Fig. 1 presents, by per-
centage, the noise exposure results for the three rounds
in noise bands. The calculations were made considering

the number of inhabitants in urban agglomerations for
each noise mapping round. We may say that the situa-
tion has improved in recent years for exposure to noise
over 60 dB. However, in the noise band of 55–59 dB
Lden and 50–55 dB Lnight, the percentage of the ex-
posed population increased in 2017. Figures 2 and 3
show the percentage of reported results on the traffic
noise exposure for each agglomeration. One may ob-
serve that there are quite large differences between the
individual agglomerations and that some of them have
missing data.

In some of the agglomerations, the fluctuating evo-
lution of the reported data is noticeable:

– decrease in 2012 compared to 2007 and then in-
crease in 2017 (Figs. 2 and 3) – Lden and Lnight

for Cluj-Napoca and Timişoara;

– increase in 2012 compared to 2007 and then de-
crease in 2017 (Figs. 2 and 3) – Lden and Lnight

for Craiova, Iaşi, and Ploieşti.

The main reason for discrepancies is the lack of con-
tinuity and the lack of connection between the three
stages of the noise mapping process conducted in Ro-
manian urban areas (Popescu et al., 2017). Like any
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Fig. 1. Percentage of people exposed to different noise bands from roads inside agglomerations.
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Fig. 2. Percentage of people in agglomerations exposed to road traffic noise, Lden ≥ 55 dB.
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Fig. 3. Percentage of people in agglomerations exposed to road traffic noise, Lnight ≥ 50 dB.
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analysis, those related to noise in urban agglomeration
should have started from a better knowledge of the ex-
isting situation and the previously obtained results.
This would have allowed the newly obtained results to
be correlated with the previous ones or the correction
of the previous ones, accompanied by appropriate ex-
planations of the changes that occurred.

This lack of connection between stages generated
the summation of a number of methodological factors
and different approaches regarding noise mapping soft-
ware, which could induce the distortion of the results
(Bennett et al., 2010; Probst, 2005), especially if
the problem is the lack of experience in use or less
careful coordination. Some of the aspects whose dif-
ferent approaches, from case to case, could influence
the generated models leading to the irregular aspects
mentioned above, are the following:

– the sources used for the input data, their complex-
ity and accuracy, estimation and approximation of
missing data;

– the volume of input data, which also determi-
ned the complexity of the model obtained in each
case, with influence on the need for computing re-
sources, working time and accuracy of results;

– the punctual way of interpreting some situations
from reality that are not covered by the unitary
work methodology;

– significant changes in actual conditions compared
to the estimation made due to uncontrollable fac-
tors;

– some uncertainties introduced by the numerical
methods used by different noise prediction soft-
ware, model parameters, and software calibration
(Wierzbicki, Batko, 2008).

5. Noise abatement measures included

in the action plans

According to the EEA’s report (EEA, 2019), vari-
ous measures have been taken in each EU country to
reduce and manage noise levels, but their benefits in
terms of positive health outcomes are difficult to as-
sess. Here also comes the fact that the opportunity of
the proposed measures is supported mainly by theo-
retical arguments, and they are not formulated based
on previous analyzes or research.

On the other hand, the measures proposed in the
noise reduction plans must have financial support to
be implemented, and the allocation of the budget is
a matter that depends more on the policy area, being
controlled by each local government or entity respon-
sible for enforcing noise legislation.

For urban agglomerations in Romania, noise reduc-
tion plans included the following main categories of
measures:

a) Traffic management measures aimed to stream-
line and calm traffic and clear road congestion, such as:
intelligent traffic lights and traffic control systems that
consider the variations of the flow of traffic through-
out the day, the reconfiguration of routes and direc-
tions on different streets in correlation with the size
of the road and traffic needs, Park & Ride systems
developed on the main access roads in urban areas,
clearing the streets of cars parked on the roadway and
sidewalks, redesign of the road network by modifying
and adapting the configuration of the cross-section of
the street (if there is an available area). It is worth
mentioning the need to develop an overall traffic man-
agement concept adapted to each urban agglomeration
based on the initial analysis of the conditions in which
road traffic can be obtained with the maximum flow,
with the highest possible operating speed, in conditions
of maximum safety and minimum pollution.

b) Measures aimed at reducing noise and creating
quiet areas, such as: creating pedestrian areas by ban-
ning road traffic, imposing speed limitation measures
on certain streets, finding alternative routes for heavy
traffic, and establishing a program of access for cars
that supply markets and shops or perform various ur-
ban works.

c) Development and modernization of public trans-
port services to reduce travel by personal car between
home and locations with major functions: work, school,
shopping areas, and recreation areas. There are four
main directions of action:

– improving the quality and comfort of public trans-
port vehicles;

– increase the speed of the transportation service
by introducing dedicated lanes and traffic lights
in intersections with priority for public transport;

– reducing noise at the source by purchasing modern
and quiet means of transport (e.g., electric buses);

– increasing the quality of roads by repairing dam-
aged areas and using materials with special sound-
absorbing qualities.

d) Promoting the use of non-motorized means of
transport in the urban area, even if they are personal
or with public access. This target involves the following
actions:

– set up dedicated routes to provide traffic safety
for non-motorized vehicles (e.g., bicycles);

– an appropriate adaptation of urban transport leg-
islation;

– arrangement of parking spaces for non-motor ve-
hicles;

– creating a fleet of vehicles available on loan and
providing the service for their maintenance.

e) Noise reduction on the transmission route
through measures such as sound rehabilitation of
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buildings, placement of sound-absorbing panels, and
curtains of vegetation.

f) Redesigning the general urban plan bearing in
mind the goal of solving the problem of noise exposu-
re of the inhabitants and following the desire to prevent
the aggravation of noise pollution in the coming years.
The general idea is to separate the noise sources from the
residential areas, as well as to separate the local traffic
from the transit ones.

g) Increasing the information and awareness of the
population regarding the effects of noise exposure and
sustaining education in the spirit of anti-pollution at-
titudes and behavior.

6. Conclusions

Among the first actions Romania took during the
preparation for accession to the European Union was
the transposition of European legislation regarding the
assessment of environmental noise. The action of mak-
ing the strategic noise maps was practically started in
autumn of 2006, a few months before the finalization
of the accession process. The first round of noise map-
ping meant a stage of learning and accommodation,
and the results could be analyzed together with those
from the rest of the European countries (EEA, 2014).
Road traffic has been identified as the main source of
environmental noise in Romania and the most signifi-
cant exposure corresponds to urban areas, where pol-
lution has increased rapidly in recent years.

From the reports prepared by the EEA as well as
by analyzing the EEA databases containing informa-
tion on noise exposure covered by the END, one may
conclude that there were deficiencies in data reporting
and that the situation of exposure to environmental
noise in Romania was not significantly improved be-
tween the 2007 and 2017 noise mapping rounds. Cer-
tain fluctuations in the existing data at the level of ur-
ban agglomerations may be due to different approaches
and the lack of continuity between the three stages of
noise analysis. In order to resolve the observed discrep-
ancies, it is important that the noise mapping at the
level of each agglomeration includes a mandatory pre-
liminary study of the reports and results on the previ-
ous noise assessments, which would allow the correla-
tion of the working methodology. The newly obtained
results should be presented compared to the previous
ones, accompanied by explanations and interpretations
of the changes that have occurred, including relation
to the established action plans.

Regarding the implementation of the noise reduc-
tion action plans, it has been partially done. It is obvi-
ous that the planned measures need financial support
and must be correlated with the zonal development
policy, and this involves actions that may extend over
a longer period of time. The unfinished activities were
reconsidered in the phase of updating the noise reduc-

tion plans with the necessary modifications and adap-
tations.

For the fourth round of noise mapping, in 2022, the
new methods provided by European legislation will be
applied to assess the harmful effects induced by expo-
sure to air, road, and rail noise. Their unitary appli-
cation by EU Member States will lead to results that
can be easily compared with each other. Noise pollu-
tion is expected to increase in the future (EEA, 2019)
due to the tendencies of urban sprawl and mobility de-
mand. This means increasing attention to be paid to
both noise assessments and noise reduction plans.
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Amplitude-modulated noise from a single wind turbine is considered. The time-varying modulation depth
Dm and the short time-average sound level LAeq,τ (with τ = 20 s) are measured at the reference distance d∗.
Due to amplitude modulation, a penalty has to be added to LAeq,τ . The paper shows how to calculate the
corrected long-term time-average sound level L̂Aeq,T (with T ≫ 20 s), which accounts for amplitude modulation
at any distance d ≠ d∗ from the wind turbine. The proposed methodology needs to be tested by research.
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1. Introduction

Noise generation and the propagation of noise from
a single wind turbine are analyzed. Under certain con-
ditions, the A-weighted sound pressure level LpA of
wind turbine noise (WTN) is modulated with the blade

Fig. 1. Amplitude modulation of wind turbine noise recorded in a far field location (Di Napoli, 
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Fig. 1. Amplitude modulation of WTN recorded in a far field location (Di Napoli, 2011).

passing frequency fm. Figure 1 shows pulses of dura-
tion τ ≈ 1/fm and the time-varying modulation depth
−Dm. In two studies (von Hünerbein, Piper, 2015;
RenewableUK, 2013), Dm is defined as the difference
between the mean peak and the mean trough in the
A-weighted RMS time series for any consecutive group
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of 12 pulses that occur during the τ = 20 s time in-
terval.

Suppose every WTN segment of τ = 20 s duration
is characterized by the short term time-average sound
level LAeq,τ and modulation depth Dm. Recent studies
prove that amplitude modulation increases WTN an-
noyance (Alamir et al., 2021; Lotinga, 2021). There-
fore, a penalty k [dB] is to be added to the measured or
calculated value of the short-term time-average sound
level (Makarewicz, 2022):

L̂Aeq,τ = LAeq,τ + k [dB]. (1)

Figure 2 shows the old penalty scheme published
in (RenewableUK, 2013). For a small amplitude depth,
0 < Dm < 3 dB, there is no penalty at all, k = 0. When
3 dB < Dm < 10 dB, the penaltykincreases linearly
from 3 dB to 6 dB. Finally, for Dm exceeding 10 dB,
the penalty equals 6 dB. Table 1 contains discrete val-
ues of Dm and k. An alternative penalty scheme is pro-
posed by Virjonen at al. (2019). Problem of WTN
modulation was also discussed in numerous articles
(Bass et al., 2016; Bowdler et al., 2018; Hansen

et al., 2018).

10 123

3

0

6

k [dB]

Dm [dB]

Fig. 2. The penalty scheme published
in (RenewableUK, 2013).

Table 1. Discrete values of modulation depth Dm

and corresponding penalty k.

Dm

[dB]
0 1 2 3 4 5 6 7 8 9 10 11 12

k

[dB]
0 0 0 3 3

3

7
3
6

7
4
2

7
4
5

7
5
1

7
5
4

7
6 6 6

2. Noise measurements

When T denotes the time duration of WTN, N =T /τ
measurements at the distance d∗ of the short-term

A-weighted time-average sound levels L
(i)
Aeq,τ and mo-

dulation depths D
(i)
m (Fig. 3) provide complete infor-

mation on WTN. It is assumed that n ≪ N values of

L
(i)
Aeq,τ , D

(i)
m yield not complete but “good enough” in-

formation. The methodology of LAeq,τ and Dm mea-
surements one finds in (Hansen et al., 2017; Renew-
ableUK, 2013; IEC 61400-11, 2012). Figure 4 shows the
turbine-receiver arrangement.

Figures 5 and 6 present the results of measu-
rements with the upper and lower limits of the
short-term A-weighted time-average sound levels

L

T

Dₘ(i)

Dₘ(i+1)

Dₘ(i+2)

LAeq,�
(i+2)

LAeq,�
(i+1)

LAeq,�
(i)

� � �

ₚA

Fig. 3. Time variation of A-weighted sound level LpA char-
acterized by series of pairs, L(i)Aeq,τ , D(i)m .

Fig. 4. Measurements of L
(i)
Aeq,τ and D

(i)
m at the reference

distance d∗.
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Fig. 5. Histogram of short-term A-weighted time-average
sound levels at the reference distance d∗.
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Fig. 6. Histogram of modulation depths. The probabil-
ity P = n̂0/n, obtained for Dm = 0, corresponds to non-

modulated intervals τ (Fig. 3).

(e.g., L
(j)
Aeq,τ−2.5 dB; L

(j)
Aeq,τ +2.5 dB) and modulation

depths (e.g., D
(j)
m − 0.5 dB; D

(j)
m + 0.5 dB).
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3. Theory

The long-term A-weighted time-average sound level
is defined as (American National Standards Institute
[ANSI], 2020; ISO 1996-1, 2016):

LAeq,T = 10 log
⟨p2A⟩T
p2o

, po = 20 µPa, (2)

where (Fig. 5)

⟨p2A⟩T
p2o

=
1

T

T

∫
0

p2A
p2o

dt =∑
j

P (L(j)Aeq,τ) ⋅ 100.1L
(j)
Aeq,τ (3)

represents the long-term A-weighted time-average
squared sound pressure for the interval T ≫ τ (e.g.,
one or a few hours). The two above expressions yield
LAeq,T at the reference distance d∗, where the mea-

surements L
(i)
Aeq,τ have been performed (Fig. 5). How

can these results be used for LAeq,T prediction at any
distance, d ≠ d∗? When the distance d between the
turbine and the receiver exceeds the double rotor
disc diameter, the turbine blades could be replaced
by a point source at the hub height (Makarewicz,
2011; Ecotière, 2015). The momentary A-weighted
squared sound pressure can be written as (Forssén

et al., 2010; Australian Standard AS 4959, 2010;
Plovsing, Søndergaard, 2011):

p2A(t)
p2o

=
WA(t)
Wo

⋅ F (d), Wo = 10
−12 [W], (4)

where WA(t) and F (d) represent the A-weighted
sound power and propagation function, respectively.
When noise measurements are carried out with a mi-
crophone on the perfectly reflecting board and noise
propagation is governed by geometrical spreading and
air absorption, then (IEC 61400-11, 2012):

F (d) = 4 ⋅ d2o

4πd2
exp(−α d

do
) , do = 1 m. (5)

Symbol α [1/m] denotes the representative air absorp-
tion coefficient for the noise spectrum, which equals
α ≈ 1.15 ⋅ 10−3 [1/m] (Swedish Environmental Protec-
tion Agency [SEPA], 2001). More complicated prop-
agation functions F (d, ...) are discussed by Hansen

et al. (2017).
For the reference distances d∗ and the distance

d ≠ d∗, the short-term A-weighted time average squa-
red sound pressure takes the form (Eq. (4)):

⟨p2A⟩d∗,τ
p2o

=
⟨WA⟩τ
Wo

⋅F (d∗), ⟨p2A⟩τ
p2o

=
⟨WA⟩τ
Wo

⋅F (d), (6)

where ⟨WA⟩τ represents the short-term A-weighted
time-average sound power. Consequently, Eq. (3) yields

the long-term A-weighted time-average squared sound
pressure at the distance d ≠ d∗,

⟨p2A⟩T
p2o

=
F (d)
F (d∗) ⋅∑j P (L(j)Aeq,τ) ⋅ 100.1L

(j)
Aeq,τ , (7)

and Eqs. (2), (4), (7) combine into the long-term A-
weighted time-average sound level:

LAeq,T (d) = 10 logJ∗ + 10 log F (d)
F (d∗) , d ≠ d∗. (8)

Here (Fig. 5)

J∗ =∑
j

P (L(j)Aeq,τ) ⋅ 100.1L
(j)
Aeq,τ

(d∗). (9)

For the simplest case (Eqs. (5) and (8)):

LAeq,T (d) = 10 logJ∗ −20 log d

d∗
−4.34α ⋅ (d − d∗). (10)

Unfortunately, the value of J∗ (Eq. (9)) does not take
into account the annoyance increase due to amplitude
modulation (Alamir et al., 2021; Lotinga, 2021). So,

let us replace L
(j)
Aeq,τ with L

(j)
Aeq,τ+kj (Eq. (1)) and write

Eq. (9) again in a new form:

Ĵ∗ =∑j
P (L(j)Aeq,τ , kj) ⋅ 100.1[L

(j)
Aeq,τ

+kj]. (11)

Symbol P (L(j)Aeq,τ , kj) in Eq. (11) represents the un-

known joint probability of co-occurrence of the short-

term time-average sound level L
(j)
Aeq,τ and penalty kj ,

which depends on modulation depth D
(j)
m (Table 1,

Fig. 2). It is known that L
(j)
Aeq,τ increases with wind

speed (Hansen et al., 2017). On the other hand,
Dj was found to be not related to wind speed
(Paulraj, Välisuo, 2017). Accordingly, penalty kj
does not depend on wind speed either. Because the
joint probability of independent events is calculated as
the probability of event A multiplied by the probability
of event B, Eq. (11) can be written as follows:

Ĵ∗ =∑
i

P (L(i)Aeq,τ) ⋅ 100.1L
(i)
Aeq,τ

(d∗)
⋅∑

j

P (kj) ⋅ 100.1kj .

(12)

Then, in view of the identities (ANS, 2020; ISO 1996-1,
2016):

∑
i

P (L(i)Aeq,τ) ⋅ 100.1L
(i)
Aeq,τ =

1

n

n

∑
i=1

100.1L
(i)
Aeq,τ

= 100.1LAeq,T , (13)

the combination of Eqs. (8) and (11) results in the cor-
rected long-term A-weighted time-average sound level:

L̂Aeq,T = LAeq,T (d) +∆L̂, (14)
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where LAeq,T (d) represents the calculated long-term
A-weighted time-average sound level at the distance
d ≠ d∗ (Eqs. (8) and (9)), and

∆L̂ = 10 log

⎧⎪⎪⎨⎪⎪⎩
∑
j

nj

n
100.1kj

⎫⎪⎪⎬⎪⎪⎭
(15)

represents the correction due to amplitude modula-
tion (Fig. 6). Table 2 contains the measured values

D
(j)
m , corresponding penalties kj (Table 1) and mea-

sured probabilities P (kj) (Fig. 6).

Table 2. Modulation depth D
(j)
m with the corresponding

penalty kj and probability P (kj) of its occurrence.

D
(j)
m

[dB]
0 1 2 3 4 5 6 7 8 9 10 11 12

kj 0 0 0 3 3
3

7
3
6

7
4
2

7
4
5

7
5
1

7
5
4

7
6 6 6

P (kj)
no

n

n1

n

n2

n

n3

n

n4

n

n5

n

n6

n

n7

n

n8

n

n9

n

n10

n

n11

n

n12

n

For example, let us determine the corrected one-
hour A-weighted time-average sound level, L̂Aeq,1h

(Eq. (13)):
L̂Aeq,1h = LAeq,1h +∆L̂. (16)

Making use of n = 180 values of the measured short-time

A-weighted average sound level, L
(j)
Aeq,20s, and n = 180

values of the modulation depth D
(j)
m (Table 3), Eq. (15)

gives ∆L̂ = 2.5 dB.

Table 3. Modulation depth D
(j)
m with the corresponding

penalty kj and probability P (kj) of its occurrence for
180 values.

D
(j)
m

[dB]
0 1 2 3 4 5 6 7 8 9 10

kj 0 0 0 3 3
3

7
3
6

7
4
2

7
4
5

7
5
1

7
5
4

7
6

P (kj)
35

180

28

180

25

180

22

180

19

180

16

180

13

180

10

180

7

180

4

180

1

180

When L
(j)
Aeq,τ(d∗) (Fig. 5) is measured at the dis-

tance d∗ with the microphone on the perfectly reflect-
ing board, then in the simplest case of propagation
(Eqs. (9) and (10)) the corrected long-term A-weighted
time-average squared sound pressure at d ≠ d∗ is de-
termined by:

L̂Aeq,T (d) = 10 log∑
j

nj

n
100.1L

(j)
Aeq,τ

(d∗)

−20 log
d

d∗
− 4.34α ⋅ (d − d∗) +∆L̂, (17)

where α ≈ 1.15 ⋅ 10−3 [1/m] (SEPA, 2001).

4. Conclusions

The annoyance caused by WTN increases with mo-
dulation depth (Alamir et al., 2021; Lotinga, 2021).

Input data of the methodology proposed here con-
sists of the short-term time-average sound level LAeq,τ

(with τ = 20 s) and Dm (Fig. 3) measured at the refer-
ence distance d∗. To find the corrected long-term time-
average sound level L̂Aeq,T (with T ≫ τ), which takes
into account annoyance increases due to modulation,
one can use Eqs. (8), (9) or (14). When propagation de-
pends mainly on geometrical spreading and air absorp-
tion, Eq. (17) is recommended. The proposed method-
ology needs to be tested by research.
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