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This paper presents a relationship between Auditory Display (AD) and the domains of music and
acoustics. First, some basic notions of the Auditory Display area are shortly outlined. Then, the research
trends and system solutions within the fields of music technology, music information retrieval and music
recommendation and acoustics that are within the scope of AD are discussed. Finally, an example of
AD solution based on gaze tracking that may facilitate music annotation process is shown. The paper
concludes with a few remarks about directions for further research in the domains discussed.
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1. Introduction

Music and acoustics are two closely related fields. It
may be said that music builds on acoustical bases. To
name just a few – acoustics describes physics of music,
it offers physical bases of musical instrument behavior.
Musical instruments are developed according to unique
instrument acoustical features based on excitation and
radiation characteristics, resonance systems. Acoustics
reproduces music by means of loudspeaker systems ra-
diating sound, but it depends on human perception,
another common feature linking both fields. Instru-
ment performance depends on musical training, and
music listening depends on perception (Beauchamp,
2011). Music Technology (MT), an important part of
music, covers many areas related not only to Music
Information Retrieval (MIR) but also to fields concep-
tually closer to Auditory Display (AD) such as musical
interaction, performance modeling, music cognition,
synthesis and digital audio effects. Blauert (2012)
proposes to apply a perceptionist’s view to problems
and tasks in acoustics. This holds in particular, when
the primary goal as for example in AD is not a phys-
ically authentic, but rather a perceptually plausible
synthetic sound.
Auditory Display in the past referred mostly to

systems which conveyed messages in the form of
sounds or audio signals being the sole interaction mode
(Kramer et al., 1999) or it was used as navigation con-
trolled by means of sound communication (Dobrucki
et al., 2010). Over the years, it has largely broadened

its scope. It may reinforce or complement other modes
of interaction such as visual display (Stewart, San-
dler, 2012). It may also be said that AD may replace
visual display, and such an example will be shown later
on. Currently, much of the AD research focuses on spa-
tial auditory display (e.g. such as externalized sound
through headphones, ambisonics, wavefield synthesis,
surround systems, 3D audio systems), at the same time
putting great emphasis on understanding the functions
of the human auditory system. On the other hand,
enormous technological progress fostered rapid devel-
opment of mobile communication and catalyzed the
need for novel ways of interaction with devices such as
smartphones, tablets, etc., thus creating new fields of
application for AD. One may also look into papers of
International Conference on New Interfaces for Musi-
cal Expression (NIME). There are examples in terms of
common interests for both Music Technology and AD.
Vamvakousis and Ramirez (2012) showed the Eye-
Harp, an eye-tracking musical interface for controlling
melodic, harmonic and expressive aspects of musical
instruments in real time, have similar expressive po-
tentials to a traditional musical instrument. In addi-
tion, many AD papers related to music could be found
within the scope of International Conferences on Au-
ditory Display (ICADs).
It is worth mentioning that a special issue of Jour-

nal of the Audio Engineering Society devoted to AD,
has been recently published (Stockman et al., 2012).
Guest Editors of this issue, i.e. Stockman, Roginska,
Walker and Metatla pointed out that apart from using
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sound to display data, monitor processes or support
human interactions with systems and devices includ-
ing augmented and virtual reality systems, AD encom-
passes also Sound and Music Computing, Haptic Audio
Interaction Design, Audio Mostly, New Instruments for
Musical Expression, and Interactive Sonification. All
papers that belong to this special issue present a very
broad scope of AD issues and applications (Stockman
et al., 2012).
The paper recalls a variety of applications of AD to

music technology, music information retrieval and mu-
sic recommendation. Also, some examples of the re-
search performed or supervised by the author in the
AD area are shown. Then, an example of AD that
may facilitate music annotation process based on gaze
tracking technology is more thoroughly investigated.
This is a potentially unique application of gaze track-
ing exploring technology potential for improving music
annotation. Another example of the AD application is
the audio mixing system based on hand gesture recog-
nition. Finally, some comments referring to main re-
search challenges within music technology area that
need assistance from other domains, also from AD are
given.
This paper has been presented as a plenary paper

at the 19th International Conference on Auditory Dis-
play (ICAD-2013) in Łódź, Poland (Kostek, 2013),
then revised and extended for publication in Archives
of Acoustics to acquaint its Readers with some of the
AD applications to the music domain.

2. Auditory display in music technology

and acoustics – research trends

As already mentioned, recent years have seen an
outgrowth of AD archetypes since the domain in-
ception. Clearly, there are a number of ways to de-
scribe the AD term, that is why some of them are
recalled here, but it should be pointed out that in the
literature there is no one formal definition of what AD
is. In the author’s opinion there’s a reason all these def-
initions exist. First of all, as already mentioned, some
early definitions outgrowth their archetypes, also the
AD usage defines its name, for example it may as-
cribe sound resulting from transformation data into
audio, an equipment that does this or a process en-
compassing all those. In addition, auditory display
refer to the use of sound to communicate informa-
tion, whereas sound reproduction points out in the
direction of the way sound is rendered through loud-
speakers, headphones or bone conduction as inter-
preted by Hermann (2008). Hermann characterizes
auditory display as conversion of sound signals into
audible sound, thus it encompasses also the techni-
cal means to create sound, such as for example loud-
speakers, headphones or bone conduction headphones

(Hermann, 2008). He also pointed out that the con-
text of the user (user, task, background sound, con-
straints) and the designed application are essential for
auditory display. Moreover, AD encompasses several
other notions: sonification, audification and auditory
interfaces. Sonification is an integral component within
an auditory display system which addresses the ac-
tual rendering of sound signals (Hermann, 2008). Fur-
ther, Hermann says: “Similar to scientific visualization,
sonification aims at enabling human listeners to make
use of their highly-developed perceptual skills (in this
case listening skills) for making sense of the data.”
(http://sonification.de/son). According to the defini-
tion functioning in the AD area, information projected
from an auditory display can be classified as direct
or indirect sonification of data (Fernström, McNa-
mara, 2005). Within sonification one may also differ-
entiate between auditory icons (everyday sounds de-
signed to convey information about events by analogy
to everyday sound-producing events), earcons (nonver-
bal audio messages, short, structured musical phrases
that can be parameterized to communicate informa-
tion in AD) and spearcons (defined as brief sound cues
created by compressing a text-to-speech sound file).
They were invented as an alternative communication
channel to graphical computer icons to convey infor-
mation. Audification is meant as an auditory display
technique for representing a sequence of data values as
sound. To differentiate between these two terms, one
may say that audification is like writing data directly
to a sound file, and sonification is a more general no-
tion that refers to the technique and the process, and
can help especially in areas where a visual representa-
tion of the data would be overwhelming or difficult to
interpret. The last term mentioned above, i.e. auditory
interfaces, refers to means realizing sonification, thus
this may be translated into: “acoustically rendered in-
terfaces”.
In this paper examples of sonification along with

auditory interfaces applied to music technology are
briefly reviewed.

2.1. Spatial Auditory Display

Blauert and Rabenstein (2012) say that: “It is
one of the goals of audio technology to present sound
fields to listeners in such a way that they experience an
auditory perspective, that is, perceive auditory events
in various directions and distances, which may then
form complex auditory scenes” (Blauert, Raben-
stein, 2012). To this end one should recall studies
carried out in many research centers resulting in still
not perfect but acceptable spatial sound systems trans-
forming auditory scenes into sound that envelops the
listener. Perhaps the most prominent paper within
the AD area is the one by Shinn-Cunningham and
Streeter (2005) that shows that sound source loca-
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tion can easily be manipulated in the sense that spa-
tial information can be used to represent arbitrary
information in an auditory display. More recent re-
search study by Stewart (2010) recalled theory of
spatial hearing along with sound field reproduction.
She showed ways of optimizing binaural auditory dis-
play to be used in interfaces for music search and dis-
covery. The term binaural is reserved for signals that
are recorded (dummy-head or binaural microphone)
and reproduced at two ears. They represent percep-
tual cues for sound localization, which include the am-
plitude of sound at each ear, i.e. IID (Interaural In-
tensity Difference), the arrival time at each ear, i.e.
ITD (Interaural Time Difference) and the spectrum
difference of audio signal. Contrarily, spatial audio sig-
nals are a group of uncorrelated (or correlated) sig-
nals delivered to individual transducers of the audio
display system (Tran et al., 2009). They reconstruct
arbitrary sound fields within the space. However both
are used in the context of achieving spatial immersion
of the listener. Stewart built a system, called “The
amblr”, which served as an art installation. The am-
blr is a binaural auditory display for music discovery,
in which spatial audio is rendered with virtual Am-
bisonics (STEWART, 2010). Ambisonics is a technique
especially valuable for AD. It aims at recording infor-
mation on the soundfield and reproducing it over a
loudspeaker array to produce the impression of hear-
ing three dimensional sound image. The method has
well-defined mathematical foundations that allow for
easy manipulation of spatial elements. Also conven-
tional multichannel diffusion can be integrated with
Ambisonics systems.
There are some other spatial reproduction systems

that may be used in AD installations, among them
one may refer to Directional Audio Coding (DirAC),
which is a method for spatial sound representation, ap-
plicable for different sound reproduction systems. As a
spatial-sound processing technique, DirAC can deter-
mine the direction of arrival of a sound wave, which
is the most important information in spatial hearing
(Ahonen et al., 2012). Also, mentioned in Introduc-
tion externalized sound through headphones, wavefield
synthesis, surround systems, 3D audio systems may be
used in AD. They may be applied in the context of an
immersive auditory display front-end, aimed at spa-
tial interactive sonification to creating a flexible virtual
soundscape environment.

2.2. Music Technology – interactive sonification
applications

In the context of music technology we can
find many examples of interactive data sonification,
among which spatial auditory display-based applica-
tions/venues are the most popular ones (Marshall et
al., 2009; Winters, Wanderley, 2012). AlloSphere

(2013) is one of such venues that enable musicians
working in spatial setups to explore the potential of im-
mersive music, although its primary goal was different.
The relationship between performer, movement

and music is always an interesting sonification appli-
cation. Immersive interfaces for musical expression of-
ten use sound synthesis as the means for musicians
to compose and perform (Valbom, Marcos, 2005;
Berthaut et al., 2011; Selfridge, Reiss, 2011). It
should be noted that the Theremin instrument is re-
garded as the first successful electronic musical instru-
ment and the first known example of a touchless musi-
cal interface (Vigliensoni, Wanderley, 2011a). The
musician stands in front of the instrument and moves
his or her hands in the proximity of two metal anten-
nas. The distance from one antenna determines fre-
quency (pitch), and the distance from the other con-
trols amplitude (volume).
SoundCatcher designed byVigliensoni andWan-

derley (2011b) is as an open-air gestural controller
for singers that allows them to sample their perfor-
mance, loop and process it in real-time, creating new
possibilities for performance and composition in live,
rehearsal, and recording contexts. It uses ultrasonic
sensors to measure the distance of the performer’s
hands to the device located in a microphone stand.
Tactile and visual feedback employing a pair of vi-
brating motors and LEDs are provided to inform the
performers when they are inside the sensed space
(Vigliensoni, Wanderley, 2011b).
A series of gesture-controlled “virtual reality in-

struments” using computer vision, magnetic track-
ers, and data gloves for user input were designed
and created by Mäki-Patola et al. (2005) to eval-
uate and analyze their efficiency, learning curve, la-
tency, lack of tactile feedback, and system features.
Among these instruments one may found virtual
drum, air guitar, xylophone, and membrane, an ex-
ample of such an instrument is shown in Fig. 1 (see

Fig. 1. Virtual air guitar
(http://airguitar.tml.hut.fi/whatis.html, 2014).
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the http://airguitar.tml.hut.fi/whatis.html website for
more information, 2014).
As suggested by Winters et al. (2013), there are

three levels of gestures in the study of expressive move-
ment that need to be conveyed in sonification, the
material, structural, and interpretive. Typically, high-
resolution motion capture systems are used to study
these movements. Sonification can be used to quickly
browse through these data to facilitate the analysis
process (Winters et al., 2013; Brazil et al., 2002).
They implemented sonification strategies for conveying
arousal and valence, two important theoretical dimen-
sions of emotion (Winters et al., 2012; 2013).
Another example of sonification may be the sound

mixing system designed by Lech within his Ph.D. the-
sis and supervised by Kostek (Lech, Kostek, 2013a;
2013b). It is materialized in a system that enables to
mix sound with hand gestures recognized in a video
stream (Lech, Kostek, 2013b). It is an example of
automatic sonification of video sequences for artistic
purposes.
Audio mixing or mixdown is the process by which

multiple recorded sound tracks are combined into one
or more channels. This process may be considered as
creating sound rather than only editing it. As a per-
formance tool, it offers a natural method of control-
ling sound during the mixing process. There are two
basic ways to mix sound. The first, so-called (“out
of the box”) uses audio mixing consoles with knobs
and faders, and the second, so-called (“in the box”),
employs DAW (Digital Audio Workstations) stations
equipped with mixing software. However, in either case
the ultimate aim is to obtain a very impressive and re-
alistic sound. To some extent, both mentioned meth-
ods rely on visual information. This applies especially
to DAW-based mixing, which may be seen as operat-
ing against the rule of “listen with your ears, not your
eyes”. Moreover, a user of a DAW station is limited

Fig. 2. Manipulation and sonification of musical objects through hand gesture recognition (Lech, Kostek, 2013b).

by the ergonomics of a computer interface (i.e. mouse,
keyboard, touch screen).
The engineered system is composed of a PC, a web-

cam, a multimedia projector and a screen for the pro-
jected image (see Fig. 2). A camera lens is directed
at the projection screen. The whole projected image
and the shadows of the user’s hands are visible in the
captured video stream. The user is situated in a sweet
spot (a best listening position) located between the
screen and the multimedia projector, from where they
can control mixing processes by hand gestures. No in-
frared sensors, infrared cameras, gloves, accelerometers
or markers are used. The system bases on subtracting
the video stream captured by the camera from the im-
age projected by the multimedia projector and finding
hands in the processed output. Both dynamic gestures
(motion trajectory) and static gestures (palm shape)
are recognized by the system. Dynamic gestures are
closely associated with static gestures. Thus, perform-
ing the same motion with a palm shaped differently
has various meanings. Moreover, the order in which
gestures are performed can represent a gesture class.
The system is divided into two sub-systems,

namely the application recognizing gestures, and
the application being a gesture dedicated graphical
overlay for any DAW software. The communica-
tion with the DAW software is based on the MIDI
protocol. The graphical overlay receives system
actions generated by the gesture recognition appli-
cation and sends relevant MIDI messages. In the
background of the software there are two decision
classifiers, i.e. SVM (Support Vector Machine) and
fuzzy rule-based system. After initializing the gesture
recognition application, the user can train the SVM
classifiers separately for the left and right hand. This
enables to assign audio parameters for each hand
independently and modify two parameters simultane-
ously. Employing fuzzy inference in gesture recogni-
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tion enabled to obtain average efficacy equal 96.94% for
one hand gestures, and 99.30% for both hands gestures.
The system has been developed in such a way that

mixing operations can be performed without visual
support, i.e. auditory display only or using a graphi-
cal user interface shown in Fig. 3. In case the system is
handled by gestures only it is possible to close eyes and
perform operations without affecting sight also when
visual stimuli are provided. The GUI contains menu
with iconographic representation of all available sound
mixing operations (Fig. 3). The horizontal and vertical
positions represent the panorama and equalizer gain,
respectively. The middle section of the GUI application
(middle, left side) contains circles representing audio
sources (Fig. 3). The size of the circle represents the
level. Directing a hand over the circle with an index fin-
ger extended selects the particular audio source. With
the audio source selected, hand movements cause re-
spective circle position changes and thus the panorama
or equalizer gain can smoothly be adjusted. A user can
choose parameters and operations by directing a hand
over GUI icons. Some of these functions can be chosen
directly by performing a dynamic gesture with a palm
appropriately shaped. In Fig. 3 there are audio source
listed employed in the mixing process.
Experiments with the system were constructed in

such a way that the influence of parameter visualiza-
tion on sound mixing results and the ergonomics of

Fig. 3. Graphical user interface supporting visual mode of sound mixing, circles represent audio sources, its horizontal
and vertical positions represent the panorama and equalizer gain, and the size of the circle represents audio source level

(Lech, Kostek, 2013a).

the interface in comparison with mouse and keyboard
could be verified. The sound mixing processes were
carried out using the interface engineered and the
Steinberg Cubase Studio 5. The experiments have
been performed for various manners of system con-
trolling. In the experiments 10 professional mixing
engineers have been involved. The task of each
engineer was to mix provided eight audio tracks which
significantly differed from each other regarding both
musical and signal features. None of the engineers
had been familiar with the provided audio material
before the experiments. Each mixer was asked to
develop the individual idea for the final qualities of a
mix. The aim was to preserve this idea in all mixing
manners, obtaining, in consequence, identical mix
every time. Order of the mixing manners was different
for each engineer. Its aim was to eliminate effect
of learning the process leading to serial correlation.
When finished, each engineer was asked to fill in the
questionnaire examining various aspects of the system.
The examined qualities were: precision, convenience
and intuitiveness. The engineers were also asked to
order their own mixes from best sounding to the worst
sounding. Based on statistical evidence the results
obtained proved that visualization of audio signal
parameters adversely affects the aesthetic value of
obtained mixes. Mixing by hand gestures leads to
obtaining mixes of a higher aesthetic value than mixing
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with a mouse and keyboard. Also, it turned out that
when not supported by visualization and displayed pa-
rameter values the engineers seemed to devote much
more attention to sound balance. Eight of the audio
engineers considered the engineered system, handled
by gestures in the constraint GUI mode, as enabling
to focus on sound better. One of the mixing engineers
considered manners employing gesture interaction as
enabling to better focus on sound, regardless presence
or absence of visual information. For one engineer, the
engineered system involved sight to the smaller extent
only when handled by mouse and keyboard.
Overall, experiments performed with the engi-

neered system showed that it was possible to achieve
a sufficient degree of ergonomics and accuracy of mix
control. The mixes resulting from mixing via gestures
without visual support were more vivid than mixes ob-
tained directly using the DAW software. This was ap-
preciated for sound clarity by mixers and audio profes-
sionals and conformed to project expectations (Lech,
Kostek, 2013b).

2.3. Music Technology – cross-modal applications

The phenomenon of perceiving the world based on
combined inputs from human senses resulting in inter-
actions between two or more different sensory modal-
ities is called multimodal (or cross-modal) perception.
The eye-gaze tracking system was employed in the so-
called audio-visual correlation experiments (Kunka,
Kostek, 2012). The role of the system was to record
the subject’s gaze fixation points referring to his or
her visual attention (see Fig. 4). The exploitation of
an eye-gaze tracking technique in the investigation of
the impact of visual stimuli on virtual sound source
localization has been published by the authors pre-
viously (Kunka et al., 2010). A prototype device,
known as the Cyber-eye, was constructed in the Fac-

Fig. 4. The heat map generated by WWW Cyber-eye
on the designed interface.

ulty of Electronics, Telecommunications and Informat-
ics of the Gdansk University of Technology (Kunka,
Kostek, 2013). The device enables to illuminate com-
puter users’ eyes by infrared light and to acquire eye
view for further processing. The system is composed
of hardware solutions and accompanying software that
analyze a user’s activity during a given task (Kunka et
al., 2010; Kunka, Kostek, 2013). This system serves
also as an auditory display, because one of the system
functionalities enables to listen to the music when the
user keeps his gaze sufficiently long on the displayed
object (the so-called ROI – region of interest if it cor-
responds to the musical instrument or a vocalist). An
example of denoting ROI that may be used in the an-
notation process based on the gaze-tracker is shown in
Fig. 5.

Fig. 5. Denoting ROI – region of interest on the image to
be annotated by gaze tracking (3D image for stereoscopic

glasses viewing).

The information about the direction of the viewer’s
gaze allows attractive elements of the presented vi-
sual content to be tracked. These data are useful
in the objectivization of the test procedure results
obtained during the subjective evaluation (Kunka,
Kostek, 2013). It should be emphasized that the
study of the interaction of sound and visual stimuli
on human perception may contribute to the introduc-
tion of some changes to the preparation of audio-visual
content, also with regard to stereoscopic video and spa-
tial audio. Red color in the heat map generated by the
gaze-tracking application denotes most intense user’s
gazing at the objects in the image (Fig. 4).
Another example of the cross-modal applications is

a system that may provide a service for music annota-
tion controlled by gaze-tracking. In the MIR literature,
there are three main approaches in terms of automatic
music annotation (Guy et al., 2010; Hyoung-Gook
et al., 2008; Symeonidis et al., 2009; Mufin system;
Musicovery system). File annotation by means of au-
tomatic tag retrieval from databases such as Gracenote
or FreeDB is the simplest method. The second ap-
proach uses information based on a low-level descrip-
tion of music (Aucouturier, Hyoung-Gook et al.,
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Fig. 6. The heat map generated by WWW Cyber-eye on the designed interface – page No. 2 (in Polish); denotations are
as follows: Excerpt no. 30; 1st line – dynamic range – from left to right: low, high, changeable, 2nd and 3rd lines – tempo:

very slow, slow, moderate, fast, very fast, changeable, 4th – type of recording: concert-live, studio, demo.

2005; Kostek, 1999; 2005; Kostek, Czyzewski,
2001; Pampalk et al., 2005; Pachet, 2003). In the
third approach, individuals are employed to manually
add tags to music files. This method requires a large
number of “experts” with musical background, and is
time-consuming. The method may also be called so-
cial tagging, when a statistically significant number of
people participate in the process.
Manual annotation of musical pieces may be sup-

ported by the analysis carried out with regard to
computer users’ reactions to music they listen to.
Currently, the technological potential supports gaze-
tracking, in which objectivization of annotation pro-
cess is possible by means of observing the level of the
user’s interest in the retrieved multimedia material.
The very same technology provides also a possibility
to audify the musical object presented at the screen
by means of gaze tracking.
An example of such experiments are shown in

Fig. 6. Subjects were asked to tag individual musi-
cal excerpts. The page shown refers to tempo of the
recording. To facilitate navigation (and also to listen
to the song), time line of a given musical piece as well
as navigation elements through the music collection are
displayed in the upper part of the form on each page.
A heat map generated for the page constructed for this
purpose is shown in Fig. 6. As mentioned already, gen-
erated colors – from blue – the most infrequent to red
– the most frequent denote frequency of looking at the
objects in the image). To simplify: the larger and red
(more focused) the area in the heat map is, the longer
the user fixated his/her gaze on a target, thus circles
of varying sizes signify “fixations” – areas where the
user looked for a significant amount of time. In addi-

tion, a gaze plot represents a visualization of the path
a user’s eyes followed from one point to another. A line
is drawn to represent this path. The user’s task in the
presented example is to annotate an appropriate tempo
to a given musical excerpt (Kostek, 2013).

2.4. Music Information Retrieval

Music Information Retrieval (MIR) is an interdis-
ciplinary domain that focuses on automated extrac-
tion of information from audio signals, and enables
to search the indexed information (Aucouturier,
Pachet, 2003; Benetos, Kotropoulos, 2008;
Bisesi, Parncutt, 2011; Głaczyński, Łukasik,
2011; Holzapfel, Stylianou, 2008; Kostek, 1999;
2005; Kostek, Czyzewski, 2001; Li et al., 2003;
Mandel, Ellis, 2007; Pachet, Cazaly, 2003;
Pampalk et al., 2005; Tzanetakis, Cook, 2002;
http://www.ismir.net/). The ongoing research focuses
on the improvement of the efficiency and effectiveness
of music recognition (e.g. in terms of performance),
but also on the way to deal with data analysis re-
trieved from music collections. Among MIR system
one should list music recommendation services that
include social networking systems, Internet radio sta-
tions, and Internet music stores (Guy et al., 2010;
Hyoung-Gook et al., 2005; Ness et al., 2009; Syme-
onidis et al., 2008; http://www.mufin.com/us/, 2013;
http://musicovery.com/, 2013).
As pointed out by Stewart and Sandler (2012)

MIR applications may be intended for an expert user
with a highly specific task or for a general consumer.
Therefore human factors always do need to be con-
sidered for music browsing or search interfaces. They
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showed a timeline of auditory display systems enhanc-
ing searching and browsing audio content created over
the years, which shows that the concept of human com-
puter interfaces often in the form of auditory display
has been present in music collection search for more
than two decades (Stewart, Sandler, 2012).
Brazil et al. (2002) proposed Sonic Browser, a

tool for accessing sounds or collections of sounds us-
ing sound spatialization and context-overview visual-
ization techniques (see Fig. 7) (Brazil et al., 2002).
The intention of the authors of the Sonic Browser was
to map properties of the sonic objects to arbitrary fea-
tures of the visual display. For example, file size can be
denoted by size of visual symbols, horizontal and ver-

Fig. 7. Sonic Browser user interface; Y-axis denotes the file size against file name on the X-axis
(Brazil et al., 2002; Brazil, Fernström, 2003).

Fig. 8. nepTune navigation interface (http://www.cp.jku.at/projects/nepTune/, 2014).

tical location may be associated with date and time.
The user’s GUI (Fig. 7) shows visual display in which
axes the Y-axis denotes the file size against file name
on the X-axis. All sonic objects within the grey shaded
circle play simultaneously, panned out in a stereo-space
around the cursor.
Among the most innovative systems created to

navigate through music collections one can name the
nepTune (http://www.cp.jku.at/projects/nepTune/,
2014). Given an arbitrary collection of digital music
files, nepTune creates a virtual landscape which allows
the user to freely navigate in this collection. The clus-
tering is used to generate a 3D island landscape (see
Fig. 8) in which the user can hear the closest sounds
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Fig. 9. Mufin – graphical presentation of music collection (http://www.mufin.com/us/, 2013).

with respect to his/her current position via a surround
sound system.
Music FINder is a music recommendation search

engine (http://www.mufin.com/us/, 2013). The ser-
vice allows to graphically present musical pieces col-
lected on the server in the form of a three-dimensional
map (see Fig. 9). This enables one to observe the rela-
tionships among particular tracks of the database. One
is able to define the mood (horizontal plane) sound
choice from synthetic to acoustic (vertical plane) and
when moving backwards or forwards, the user is able
to select the adequate tempo of a music (from calm to
aggressive) (http://www.mufin.com/us/, 2013).
Musicovery is an interactive Internet radio sta-

tion created by Castaignet and Vavrille in 2006 in
France (http://musicovery.com/, 2013). The system
creates playlists containing recommended tracks ac-
cording to the user’s mood. Playlists of the user’s an-
ticipated preferences are built on the basis of the ob-
tained classification. It is possible to select musical
pieces from a specified decade. The service displays
recommendation in the form of a map (see Fig. 10)
that shows the relationships among musical pieces
(http://musicovery.com/, 2013).
In the rich literature of this subject, many other

examples of user interfaces in the domain of MIR or
music recommendation in the form of auditory displays
may be found. One may refer to the paper by Stew-
art and Sandler (2012) or use search engines to find
information on the auditory display – music technology
keywords.

Fig. 10. Musicovery – the user interface
(http://musicovery.com/, 2013).

3. Concluding remarks

In this paper, a brief review of some auditory dis-
play area notions applied to music technology domain
was presented along with some examples of the re-
search performed or supervised by the author in this
area. Whereas the majority of studies within music
technology concentrate on technology itself, less atten-
tion is paid to the sonification issues. That’s why more
research should be undertaken to identify resources
and needs to work collaboratively on the development
of common solutions in these two areas.
Challenges that could be identified within the joint

music and acoustics technology and auditory display
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areas are related to the role of human factors such as
for example user’s personality and experience, emo-
tions, etc. in the user’s models and personalized ser-
vices. Once the relevant perceptual attributes have
been identified, a special focus can be put on them
in the further process of auditory display synthesis,
specifically in the context of sound quality (Blauert,
Jekosch, 2012). Also, another important issue which
merits attention from researchers and practitioners is
spatial audio systems applied to mobile devices to in-
crease user’s auditory satisfaction.
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