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In this paper, a robust and perceptually transparent single-level and multi-level blind audio watermark-
ing scheme using wavelets is proposed. A randomly generated binary sequence is used as a watermark,
and wavelet function coding is used to embed the watermark sequence in audio signals. Multi-level wa-
termarking is used to enhance payload capacity and can be used for a different level of security. The
robustness of the scheme is evaluated by applying different attacks such as filtering, sampling rate al-
teration, compression, noise addition, amplitude scaling, and cropping. The simulation results obtained
show that the proposed watermarking scheme is resilient to various attacks except cropping. Perceptual
transparency of watermark is measured by using Perceptual Evaluation of Audio Quality (PEAQ) ba-
sic model of ITU-R (PEAQ ITU-R BS.1387) on Speech Quality Assessing Material (SQAM) given by
European Broadcasting Union (EBU). Average Objective Difference Grade (ODG) measured for this
method is −0.067 and −0.080 for single-level and multi-level watermarked audio signals, respectively. In
the proposed single-level digital audio watermarking scheme, the payload capacity is increased by 19.05%
as compared to the single-level Chirp-Based Digital Audio Watermarking (CB-DAWM) scheme.

Keywords: digital audio watermarking, robustness, single-level watermarking, multi-level watermarking,
payload capacity.

1. Introduction

Nowadays powerful personal computers, low-cost
storage devices, such as flash drives, DVDs, etc., are
easily available. Due to audio recording and editing
software and broad-band internet, copying, editing,
and distribution of digital media can be easily done by
a person with little knowledge of computer and edit-
ing software. In such a scenario, it is very important to
have means for protection and enforcement of intellec-
tual property rights (IPRs) for multimedia contents.
Digital watermarking has been proposed as a viable
solution to improve multimedia security and to verify
authenticity of the content while offering robustness
against any attempt to alter it. Digital watermarking
techniques have been used in copyright protection, con-
tent authentication, temper proofing, broadcast mon-
itoring, and integrity of network (Barni, Bartolini,
2004; Bender et al., 1996; Cox et al., 2002). Digital
watermarking techniques can be applied to any multi-
media data such as text, audio, image, and video.

Data protection methods such as steganography
and cryptography are not useful in these applications
as they make multimedia data imperceptible and use-
less. On the other hand, digital watermarking is now
attracting attention for protection against unautho-
rized copying and distribution of multimedia data (au-
dio, images, and video) (Barni, Bartolini, 2004;
Cox et al., 2002; Langelaar et al., 2000; Neubau-
rer, Herre, 1998). There are three necessary require-
ments for any effective data hiding algorithm, such
as imperceptibility (inaudibility in the case of audio
and speech signals, and invisibility in the case of im-
ages and video signals), robustness against signal pro-
cessing attacks, and data embedding capacity (pay
load). The relative importance is to be given to each
of these requirements in the implementation of water-
marking scheme depends on the desired application of
the system. In practice, a fundamental trade-off be-
tween the three requirements in an effective water-
marking method exists. However, a special attention
must be given to imperceptibility (inaudibility in the
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case of audio) because if the original quality of a mul-
timedia signal cannot be preserved, then neither users
nor owners will accept the watermarking technology
for their applications (Al-Haj, Mohammad, 2010;
Xu et al., 1999).
There is little research work available on digital au-

dio watermarking as compared to watermarking of im-
ages and videos (Arnold et al., 2003). This is due
to the fact that audio signals are represented by much
fewer samples per time-interval implying that a smaller
number of bits of information (watermark data) can be
embedded robustly in audio data as compared to the
number of bits embedded in visual data.
Generally, a watermark in audio can be embed-

ded into the time-domain (Bassia, Pitas, 2001; Cox
et al., 1997; Kirovski, Malvar, 2003; Ko et al.,
2005; Lie, Chang, 2006; Lili et al., 2007; Oh et al.,
2001; Xiong, Ming, 2006) or the frequency-domain
(Al-Haj, Mohammad, 2010; Vieru et al., 2005;
Wang, Zhao, 2006; Xie et al., 2006). Some of the
common time-domain watermark embedding methods
are Least Significant Bits (LSB) alteration (Xiong,
Ming, 2006), echo addition (Ko et al., 2005; Oh
et al., 2001), and spread spectrum (Cox et al., 1997;
Kirovski, Malvar, 2003; Lili et al., 2007) meth-
ods. The time-domain methods embed the watermark
directly into the time-domain samples. In the LSB
method, watermark information bits are embedded
into the LSBs of the audio signals. In the echo ad-
dition method, the watermark information bits are
embedded in delayed attenuated versions of the origi-
nal audio signals. In communication, the spread spec-
trum is used to hide a signal against an unintended
listener and ensuring information privacy. The same
concept is useful in digital watermarking of audio sig-
nals. In a spread spectrum watermarking, computa-
tional complexity and synchronization overhead may
be unacceptably high (Al-Haj, Mohammad, 2010).
Frequency-domain audio watermarking methods (Al-
Haj, Mohammad, 2010; Vieru et al., 2005; Wang,
Zhao, 2006; Xie et al., 2006) employ human per-
ceptual properties and frequency masking character-
istics of HAS for watermarking. These techniques use
different transformation tools such as Fast Fourier
Transform (FFT) (Xie et al., 2006), Discrete Cosine
Transform (DCT) (Wang, Zhao, 2006), and Dis-
crete Wavelet Transform (DWT) (Al-Haj, Moham-
mad, 2010; Quan, Zhang, 2004; Vieru et al., 2005;
Wang, Zhao, 2006), etc., to transform the audio sig-
nals to locate the appropriate embedding position.
The time-domain methods are relatively easy to im-
plement and computational complexity of these algo-
rithms are lower as compared to frequency-domain al-
gorithms. The chirp-based digital audio watermarking
(CB-DAWM) schemes (Blackledge, Farooq, 2008;
Farooq et al., 2008a; 2008b) are also considered in the
category of time-domain audio watermarking schemes.

In these watermarking schemes, a chirp-coded binary
watermark is embedded into host audio signals and
the watermark is extracted blindly. These watermark-
ing schemes are robust against most of the audio signal
processing attacks.
In this paper, a multi-level robust and impercep-

tible (inaudible) audio watermarking algorithm which
uses the mother wavelet to embed a watermark is pro-
posed. This is a blind (non-informed) watermarking
scheme because the watermark extraction algorithm
does not require the original host audio signal. This
watermarking scheme is used for both single-level and
multi-level watermark embedding. By using multi-level
watermarking, an enhanced payload capacity and dif-
ferent level of security can be achieved. The scheme
is found to be robust against different audio signal
processing attacks such as low-pass filtering, upsam-
pling, downsampling, resampling, amplitude scaling,
AWGN, and MP3 compression for both single-level
and multi-level watermarking. The proposed scheme
shows limited robustness under high-pass and band-
pass filtering operations for both single-level and multi-
level schemes, however, it is not robust under cropping
attacks. By using the proposed single-level Wavelet-
Based Digital Audio Watermarking (WB-DAWM)
scheme, the payload capacity is increased by 19.05% as
compared to the single-level Chirp-Based Digital Au-
dio Watermarking (CB-DAWM) scheme.

2. Proposed watermarking method

The high correlation property of wavelet function
is exploited, and in phase and out of phase wavelet
functions are embedded for ‘1’ and ‘0’, respectively.
A wavelet is a small wave which oscillates and decays
in the time-domain quickly. As compared to the si-
nusoidal basis function, wavelets are compact both in
time and frequency. They have several families such as
‘Haar’, ‘Meyer’, ‘Morlet’, ‘Daubechies’, etc. which are
fundamentally different from each other. A wavelet is
defined by the wavelet function, i.e. mother wavelet
ψ(t) and the scaling function, i.e. father wavelet ϕ(t).
The main purpose of the mother wavelet is to provide
a source function to generate the daughter wavelets by
using the scaling function (father wavelet). By scal-
ing and translation of these two orthogonal functions,
a complete set of wavelet basis is obtained. The en-
ergies of wavelet and scaling functions are finite. The
scaling function is primarily responsible for improving
the coverage of the wavelet spectrum.
Ingrid Daubechies proposed a compactly supported

orthogonal wavelet which is known as ‘Daubechies’
wavelet (Daubechies, 1990). This wavelet has made
discrete wavelet analysis practical. The names of the
‘Daubechies’ family wavelets are written dbN, where
N is the order, and db is the ‘Daubechies’ wavelet.
The number of vanishing moments of a wavelet analy-
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sis represents the order of the wavelet. A wavelet has
‘m’ vanishing moments if and only if its scaling func-
tion can generate polynomials of degree smaller than
or equal to m. A wavelet with a higher order will result
in better signal approximations.
Figure 1 shows the time-domain plots for db5 with

iterations 10, 13, and 14 used for coding watermark se-
quence in the proposed scheme. The central frequency
of this mother wavelet using 10 iterations is 35.53 Hz,
as shown in its power spectral density (PSD) plot in
Fig. 2. The same mother wavelet db5 using 13 it-
erations and 1.6719 second duration has the central
frequency of 4.441 Hz, while using 14 iterations and
3.3437 second duration has the central frequency of
2.221 Hz.

Fig. 1. Plot of mother wavelet db5 for iterations 10, 13,
and 14.

Fig. 2. PSD plots for mother wavelet db5 for iterations 10,
13, and 14.

2.1. Generation of wavelet-based watermark

In the proposed watermarking scheme, watermark
data are generated using a random binary sequence
which is phase-coded using a wavelet function of dif-
ferent orders and iterations. The purpose of the wavelet
function coding is to diffuse each bit over a range of
compact support. In order to differentiate between 0

and 1, the polarity of the generated wavelet function
is reversed for 0. For example, a binary sequence 1 0 1
will be transformed into the signal x(t) given by:

x(t) =















+ψ(t), t ∈ (0, T ),

−ψ(t), t ∈ (T, 2T ),

+ψ(t), t ∈ (2T, 3T ),

(1)

where T is the duration of wavelet function. The pe-
riod over which the wavelet function is applied depends
upon the length of the host signal and the length of
the watermark binary sequence. The watermark signal
(data) is obtained by concatenating different wavelet
functions obtained after coding the watermark binary
sequence.

2.2. Watermark embedding algorithm

To embed a watermark, a wavelet function is gen-
erated with its parameters such as the type of wavelet,
order of wavelet function, and number of iterations
used for approximation. To embed a ‘1’ the wavelet
function is generated using its parameters, while for ‘0’
its phase is reversed. The binary phase-coded wavelet
functions corresponding to the watermark sequence of
N bits are concatenated and embedded into the host
audio signal (xh). The watermarked audio signal (xw)
is given by:

xw = xh + αwc, (2)

where wc is the wavelet coded signal and α is the wa-
termark scaling factor. The scheme of watermark em-
bedding process is shown in Fig. 3.

Fig. 3. Block diagram of watermark embedding process.

2.3. Multi-level watermarking

In order to increase the payload without a sacri-
fice in perceptual quality of speech, an additional wa-
termark can be embedded. This can be achieved by
adding a watermark to the previously watermarked
signal but in a different frequency band. This can be
achieved by using the same mother wavelet but with
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a different number of iterations which occupy different
frequency bands as shown in Fig. 2.
Thus, multi-level watermarking can be defined as

a process of embedding multiple watermarks to the
same host signal, where each watermark can be de-
tected or extracted separately and securely with cor-
responding keys without the knowledge of other wa-
termarks in the host signal (Sheppard et al., 2001).
Multi-level watermarking can be used to increase pay-
load capacity and achieve different levels of robustness
which offer different levels of security. Different appli-
cations use watermarks for different purposes. Each
individual application has its own set of mutually con-
flicting requirements such as payload capacity, robust-
ness, and perceptual quality. Multi-level watermarking
can be performed using Eq. (2) successively. The i-th
level watermarked signal (xwi) can be obtained by the
following equation:

xwi = xw(i−1) + αiwci, 1 ≤ i ≤ L, (3)

where xw0 = xh is the original host signal, αi is the
watermark scaling factor, and wci is the watermark
to be embedded. The above equation can be repeated
iteratively to finally get L level watermarked signal.

2.4. Watermark extraction algorithm

With the knowledge of the type of wavelet function
and its parameters, the watermark can be extracted
by measuring segment-by-segment correlation of the
watermarked audio signal with the wavelet function.
Watermark extraction process, shown in Fig. 4, uses a
wavelet function x similar to the one used during the
process of embedding. The watermarked audio signal
(xw) is segmented into N equal parts each of duration
equal to the wavelet function, and each i-th segment
of xw is denoted by x

i
w. The watermark bits from xw

are extracted by calculating the cross-correlation coef-
ficient (FX) between the wavelet function x and x

i
w.

The cross-correlation function (FX) of x and x
i
w is de-

termined by using the relationship given as:

FX(i) =

L−1
∑

k=0

xiw(k)x(k), 1 ≤ i ≤ N, (4)

where L is the number of samples.
The detected watermark bit wd is obtained using a

simple threshold logic by:

wd =

{

1 if FX(i) ≥ 0,

0 otherwise.
(5)

The performance of the proposed embedding method
is measured in terms of bit error rate (BER) of the
detected watermark bits, as compared to the original
watermark bits. The higher the BER, the poorer is the
performance of the watermark algorithm.

Fig. 4. Block diagram of watermark detection process.

3. Simulation results

Wavelet based multi-level watermarking up to
L = 3 was implemented and compared with a simi-
lar chirp based watermarking. For these watermark-
ing schemes, 14 audio files (6 speech files and 8 music
files) selected from Speech Quality Assessment Mate-
rial (SQAM) (SQAM, 2008) are used. These audio files
are sampled at 44.1 kHz and have a resolution of 16
bits per sample. Daubechies (db) mother wavelet has
been used for generating a watermark signal for the
proposed scheme. The proposed Wavelet-Based Digi-
tal Audio Watermarking (WB-DAWM) scheme is com-
pared with the Chirp-Based Digital Audio Watermark-
ing (CB-DAWM) scheme.
In CB-DAWM Scheme (Farooq et al., 2008b),

a chirp signal is generated with its parameters such
as its initial frequency (f0), final frequency (f1), and
target time (t1). The generated chirp signal is coded
according to the watermark sequence to be embedded.
To embed a ‘1’ the chirp is generated using the above
parameters, while for ‘0’ its phase is reversed. Finally,
these chirp signals corresponding to the watermark se-
quence of N bits are concatenated to form a signal of
duration exactly equal to the audio signal. The wa-
termarked audio signal xw is generated in a similar
manner as described in Eq. (2).
With the knowledge of the type of chirp (linear,

quadratic, or logarithmic) and its parameters, the wa-
termark can be extracted by measuring segment-by-
segment correlation of the watermarked audio signal
with the chirp signal. A chirp signal x similar to the
one used during the process of embedding is gener-
ated. The watermarked audio signal xw is segmented
into N equal parts each of duration t1 second and
each i-th segment of xw is denoted by x

i
w. The wa-

termark bits from xw are extracted by calculating the
cross-correlation coefficient between the chirp signal x
and xiw. The simulation parameters for the CB-DAWM
scheme are given as follows:
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• Type of the chirp used: logarithmic chirp;
• First-level watermark:

f0 = 10 Hz, f1 = 60 Hz, t1 = 0.25 sec;

• Second-level watermark:
f0 = 10 Hz, f1 = 30 Hz, t1 = 1.0 sec;

• Third-level watermark:
f0 = 10 Hz, f1 = 15 Hz, t1 = 1.5 sec.

The simulation parameters for the proposed WB-
DAWM scheme are given as follows:

• Type of wavelet used: Daubechies (dbN) mother
wavelet function;

• First-level watermark: db5 with iterations 10;
• Second-level watermark: db5 with iterations 13;
• Third-level watermark: db5 with iterations 14.

3.1. Performance metrics

The performance of an audio watermarking al-
gorithm can be measured in terms of Signal-to-
Watermark Ratio (SWR), Objective Difference Grade
(ODG) using PEAQ, Subjective Listening Evaluation,
and Bit Error Rate (BER). In our proposed digital
audio watermarking scheme, two types of SWR are
defined, namely, SWRo and SWRa as:

SWRo = 10 log10
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∑
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SWRa = 10 log10
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, (7)

where xh, xw and xaw are host, watermarked, and at-
tacked audio signals, respectively, and Ns is the num-
ber of samples in xh, xw and xaw.

ODG Measurement using PEAQ Algorithm:
the PEAQ algorithm is the ITU-R recommendation
(ITU-R BS.1387-1) (PEAQ, 1998; Kabal, 2002) for
perceptual evaluation of wide-band audio coders. Two
versions of the PEAQ model are available: the ba-
sic and advanced ones. The PEAQ algorithm mod-
els the fundamental properties of the Human Audi-
tory System (HAS) with physiological and psychoa-
coustic effects. This algorithm uses both original and
watermarked audio signals to find differences between
them. An ODG is evaluated using a total of eleven
Model Output Variables (MOV) of the basic version
of PEAQ model. The ODG values mimic the listen-
ing test ratings and have values from −4.0 for very

annoying quality to zero for imperceptible (inaudi-
ble) difference quality. The ODG values are inter-
preted as: 0 for EXCELLENT (imperceptible), −1 for
GOOD (perceptible but not annoying), −2 for FAIR
(slightly annoying), −3 for POOR (annoying), and
−4 for BAD (very annoying). The ODG is calculated
by the PEAQ algorithm specified in ITU-R BS.1387-1
and it corresponds to the Subjective Difference Grade
(SDG) used in human based audio tests. They are
computed with respect to the original reference au-
dio signal. The resulting indexes are named ODG.
The ODG for audio watermarking schemes is deter-
mined by subtracting the grade of the original host
audio signal from the grade of the watermarked audio
signal.

Subjective Listening Evaluation: Human lis-
tening tests are the only real subjective method for
evaluating perceptual audio quality. Mean Opinion
Score (MOS) grades are used in human listening tests
for judging perceptual audio quality. The MOS is
a five-point scale of quality which is associated with
a set of standardized objective description; 5 for EX-
CELLENT (imperceptible), 4 for GOOD (perceptible
but not annoying), 3 for FAIR (slightly annoying), 2 for
POOR (annoying), and 1 for BAD (very annoying).
MOS evaluations are well accepted and sometimes sup-
plemented with measurement of intelligibility and ac-
ceptability. The subjective quality of audio watermark-
ing schemes is measured by determining MOS through
human listening tests.
Percentage Bit Error Rate is defined as:

BER =
No. of erroneusly detected bits

No. of embedded bits
× 100%. (8)

3.2. Performance evaluation and discussion

For Wavelet-Based Digital Audio Watermarking
(WB-DAWM), Daubechies mother wavelet has been
investigated with different orders using 10 itera-
tions for approximating its value. Different results for
a single-level WB-DAWM scheme using Daubechies
(dbN) mother wavelet with its order (N) 1 to 7 are
given in Table 1. Mother wavelet db5 using 10 iter-
ations for approximating its value is chosen for cod-
ing watermark sequence because 75 bits are embed-
ded per audio file and the embedded watermark is ex-
tracted without any error (BERav = 0).This water-
marking scheme is also imperceptible (inaudible) be-
cause the average Objective Difference Grade (ODGav)
is approximately zero (−0.067) and the average Signal-
to-Watermark Ratio (SWR) is 30 dB. Here, ODGav,
SWR, and BERav are the average values of Objective
Difference Grade (ODG), Signal-to-Watermark Ratio
(SWR), and Bit Error Rate (BER) in the extracted
watermark.
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Table 1. Results for single-level WB-DAWM scheme using Daubechies (dbN) mother wavelet.

Mother wavelet Iterations ODGav SWR [dB] BERav Bits embedded

db1 10 −1.746 30 13.08 682

db2 10 −0.447 30 3.81 227

db3 10 −0.269 30 0.74 136

db4 10 −0.157 30 0.07 97

db5 10 −0.067 30 0 75

db6 10 −0.003 30 0 62

db7 10 0.039 30 0 52

Table 2. Results for WB-DAWM and CB-DAWM.

WB-DAWM

Level Bits embedded Average ODG MOS Score SWRa [dB] Total bits embedded

I 75 −0.067 4.95 30.00 1050

II 9 −0.078 4.90 27.02 126

III 4 −0.080 4.88 25.33 56

Total No. of bits embedded (Nw) 1232

CB-DAWM

I 63 −0.38 4.80 30.00 882

II 15 −0.46 4.75 27.04 210

III 10 −0.48 4.73 25.09 140

Total No. of bits embedded (Nc) 1232

Average performances (without attacks) for the
wavelet-based and chirp-based audio watermarking
schemes are given in Table 2. The proposed and chirp-
based schemes are simulated as per parameters dis-
cussed in the previous section.
The ODG has been measured using the PEAQ

algorithm which is an objective audio quality mea-
sure, and the MOS score (real subjective audio qual-
ity measure) is determined through human listening
tests. It has been found from the results given in Ta-
ble 2 that the proposed Single-Level and Multi-Level
WB-DAWM schemes are imperceptible (inaudible) be-
cause average values of ODG and MOS for first, second
and third levels of watermarked audio signals are in
the imperceptible ranges (ODG is close to zero and
MOS is close to 5). Our proposed Single-Level and
Multi-Level WB-DAWM schemes are more impercepti-
ble (inaudible) as compared to the corresponding CB-
DAWM schemes because the measured ODG and MOS
values are much closer to zero and 5, respectively, in
comparison with the CB-DAWM schemes, as shown in
columns 3 and 4 of Table 2.
Increased payload (PI) in the single-level WB-

DAWM scheme as compared to the single-level CB-
DAWM scheme,

P1 =

(

1050− 882

882

)

× 100 = 19.05%.

3.3. Imperceptibility test

One of the most important properties of a water-
marking scheme is imperceptibility which is measured
by subjective and objective methods. Imperceptibility
of audio signals is also known as inaudibility. Objec-
tive measurement of inaudibility of watermarked au-
dio signals is performed by determining SWR of wa-
termarked audio signals. Inaudibility of watermarked
audio signals can also be measured by determining the
ODG values of watermarked audio signals using the
PEAQ basic model. The ODG values (measured us-
ing the PEAQ basic model) mimic the listening test
(subjective quality measurement) ratings and have val-
ues from −4.0 for very annoying quality to zero for
imperceptible (inaudible) difference quality. Average
SWRs achieved for the 14 audio signals for single-level
and multi-level embedding schemes in the proposed
WB-DAWM method are 30 dB and 25.33 dB, respec-
tively. Since the human ear sensitivity below 100 Hz is
more than 20 dB lower than the maximum sensitivity
(which is around 3 kHz), the embedded mother wavelet
is not perceived at these values of SWRs (30 dB and
25.33 dB). The average ODG values for single-level
and multi-level (three-level) watermarked audio sig-
nals are −0.067 and −0.080, respectively. These ODG
values show that both single-level and multi-level WB-
DAWM schemes are imperceptible (inaudible) because
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the measured ODG values are close to zero which is in
the imperceptible range.

3.4. Robustness measurement

To evaluate robustness of the proposed schemes,
various audio watermarking attacks such as filter-
ing, sampling rate alteration, compression, noise ad-
dition, amplitude scaling, and cropping are applied.
Robustness of the WB-DAWM scheme can be eval-
uated by measuring correlation between the original
embedded and recovered watermark data. The pro-
posed single-level and multi-level Wavelet-Based Dig-
ital Audio Watermarking (SL-WB-DAWM and ML-
WB-DAWM) schemes are compared with the corre-
sponding Chirp-Based Digital Audio Watermarking
(SL-CB-DAWM and ML-CB-DAWM) schemes.

3.4.1. Filtering

Low-pass, high-pass, and band-pass filtering using
Finite Impulse Response (FIR) digital filters of order
50 was applied on watermarked audio signal and the
watermark was extracted from the filtered signal.

Low-Pass Filtering

It has been found that single-level and multi-level
WB-DAWM schemes are robust against LPF attack
for increasing the cutoff frequency (ωnL) of low-pass
filter (LPF) due to the watermark occupying the low
frequency. In the proposed multi-level scheme, water-
marks for all the three levels are extracted without
any error because all the three watermarks occupy low
frequency ranges. The value of ωnL for LPF varies be-
tween 0.1 (4410 Hz) and 0.9 (39690 Hz). The embed-
ded watermark is extracted from the low-pass filtered
watermarked audio signal without any error because
the value of ωnL is much higher than the frequency of

Fig. 5. Variation of SWRa with increasing ωnL for single-
and multi-level schemes.

embedded watermark. This implies that even if 90%
of the bandwidth (BW) is lost in filtering, the water-
mark can still be recovered although the signal be-
comes useless. The SWRa for single-level and multi-
level schemes after LPF (results shown in Fig. 5) in-
creases with increasing ωnL because the BW of the fil-
tered audio signal increases with increasing the value
of ωnL.

High-Pass Filtering

It is evident from the results shown in Fig. 6 that
the single-level WB-DAWM scheme is robust under
high-pass filtering for a normalized cutoff frequency of
the High-Pass Filter (HPF) ωnH up to 0.06 (2646 Hz)
because the embedded watermark is extracted without
any error. The reason for this is that even though the
wavelet-based watermark is of low frequency, the HPF,
due to smooth transition, does not remove the water-
mark but attenuates it. However, for higher cutoff fre-
quencies, errors start to occur, due to which the em-
bedded watermark gets severely attenuated and is not
recoverable. As the value of ωnH increases, attenua-
tion in the watermarked frequency band also increases,
causing more bits in error and lowering the SWRa
of the watermarked audio signal. Our proposed WB-
DAWM (single-level and multi-level) schemes (referred
to Fig. 6 and Table 3) are more robust under HPF as
compared to the CB-DAWM (single-level and multi-
level) methods. In the single-level WB-DAWM scheme
(results shown in Fig. 6), the embedded watermark
is extracted without any error for ωnH equal to 0.06
(2646 Hz). At the same time, in the single-level CB-
DAWM scheme, the embedded watermark is extracted
without any error for ωnH equal to 0.04 (1764 Hz).
The multi-level WB-DAWM scheme (as results given
in Table 3) is also more robust against HPF for all the
three levels of watermarks as compared to the multi-
level CB-DAWM scheme.

Fig. 6. Watermark extraction performances for single-level
schemes under HPF.
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Table 3. Results of multi-level watermarking schemes under HPF.

ωnH

CB-DAWM WB-DAWM

BER I BER II BER III SWRa [dB] BER I BER II BER III SWRa [dB]

0.01 0 0 0 15.22 0 0 0 15.24

0.02 0 0 0 9.78 0 0 0 9.78

0.03 0.72 0 0 6.74 0 0 0 6.74

0.04 1.07 0 0 4.83 0 0 0 4.83

0.05 1.79 0 0 3.59 0 0 0 3.59

0.06 4.53 0 0 2.78 0 0 0 2.78

0.07 31.55 14.76 15 2.27 2.27 0 0 2.26

Band-Pass Filtering

The band-pass filter (BPF) used here is similar to
the HPF that was used previously except for the upper
cutoff frequency (ωn2B) being kept at 0.9 (39690 Hz).
It has been found from simulation results that the em-
bedded watermark can be extracted without any er-
ror up to the lower cutoff frequency of BPF (ωn1B)
equal to 0.06 (2646 Hz) for a filtered single-level wa-
termarked audio signal. The proposed single-level and
multi-level WB-DAWM schemes are also more resilient
against band-pass filtering attacks as compared to the
corresponding CB-DAWM schemes.

3.4.2. Sampling rate alteration

Various sampling rate alteration processes such as
upsampling, downsampling, and resampling are ap-
plied to watermarked audio signals and resampled sig-
nals correlated with the appropriate wavelet function.
These sampling rate alteration processes are applied
on both single-level and multi-level watermarked audio
signals obtained by using the proposed WB-DAWM
and CB-DAWM schemes.

Table 4. Variation of SWRa with increasing Nu under upsampling.

Interpolation Factor (Nu)
Single-Level Multi-Level

CB-DAWM WB-DAWM CB-DAWM WB-DAWM

2 30 30 25.09 25.18

3 30 30 25.09 25.18

4 30 30 25.09 25.18

Table 5. Variation of SWRa with increasing Nd under downsampling.

Decimation Factor (Nd)
Single-Level Multi-Level

CB-DAWM WB-DAWM CB-DAWM WB-DAWM

2 24.95 24.94 22.24 22.29

3 20.04 20.03 18.27 18.30

4 18.04 18.03 16.59 16.76

Interpolation

It is noticed from the simulation results obtained
after upsampling by interpolation that the proposed
single-level and multi-level schemes are found robust.
By upsampling, no spectral distortion is introduced.
Therefore, all the watermarks can be extracted with-
out any error and SWRa remains unaltered for in-
terpolated watermarked audio signals as given in Ta-
ble 4.

Decimation

It is revealed from the simulation results obtained
after downsampling by decimation that the single-level
and multi-level proposed audio watermarking schemes
are found resilient. The value of SWRa decreases with
increasing of the decimation factor (Nd) due to the
fact that the low-pass filtering operation is performed
before downsampling (as referred to Table 5). Even
though the spectrum is spread during the decimation
process, the watermark is preserved because it is of a
very low frequency range. In downsampling by deci-
mation, the SWRa decreases on an increasing Nd due
to a higher rate of removal of frequency components in
this process.
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Resampling

Resampling a signal by some arbitrary rational fac-
tor (Nr = P/Q) is equivalent to upsampling (inter-
polation) by an integer factor (P ) followed by down-
sampling (decimation) by another integer factor (Q).
Resampling by varying arbitrary factor (Nr) from 0.1
to 1.2 in a step size of 0.1 is applied to attack the
single-level and multi-level watermarked audio signals
and the results are shown in Fig. 7. It has been found
that the single-level and multi-level proposed audio wa-
termarking schemes are robust to resampling by some
arbitrary factor. In both cases, watermarks can be ex-
tracted without any errors as they are of a very low
frequency. If P < Q (i.e., Nr < 1), on increasing the
value of Nr, the SWRa increases up to the SWR of
the watermarked audio signal. This case has the same
performance as that of merely downsampling by deci-
mation. If P ≥ Q (i.e., Nr ≥ 1), on increasing the value
of Nr, the SWRa remains constant. This case has the
same performance as that of merely upsampling by in-
terpolation.

Fig. 7. Variation of SWRa with increasing Nr under
resampling.

3.4.3. MP3 compression

Simulation experiments are carried out for a wide
range of MPEG-1 Layer-3 (MP3) compression attacks
with Constant Bit Rate (CBR) ranging from 56 kbps
to 320 kbps. It has been found that the single-level and
multi-level proposed schemes are robust to MP3 com-
pression because the watermarks are extracted with-
out any error. As the bit rate of the MP3 compres-
sion algorithm is reduced, a higher compression ratio
is obtained. By reducing the bit rate of MP3 compres-
sion, more redundant information from the audio sig-
nal is eliminated. The SWRa decreases with reduction
in the bit rate of MP3 for the single-level and multi-
level schemes as shown in Fig. 8. This is because of

Fig. 8. Variation of SWRa with increasing bit rate of MP3
compression.

the fact that MP3 removes less significant informa-
tion from the audio to achieve higher compression (i.e.
lower bit rate).

3.4.4. Noise addition

Additive white Gaussian noise (AWGN) of varying
noise power is injected into the watermarked audio sig-
nals to give Signal-to-Noise Ratio (SNR) in the range
−5 dB to 50 dB. In the single-level audio watermarking
scheme (referred to in Table 6), as the SNR increases
(i.e. the noise decreases), the SWRa reaches its max-
imum value (30 dB); in this case, the noise power is
negligible. Therefore, the BER in the extracted wa-
termark is also zero for a higher SNR. At the SNR
of 10 dB, the SWRa is also approximately equal to
10 dB. As the SNR decreases (i.e. the noise increases)
the noise starts to dominate and the SWRa becomes
equal to or less than SNR. In the multi-level audio
watermarking scheme (referred to in Table 7), for the
first, second, and third levels of watermarks, the BER
in the extracted watermarks is equal to zero at 5 dB,
−5 dB, and −5 dB, respectively. The proposed WB-
DAWM schemes are more robust against AWGN at-
tacks as compared to the corresponding CB-DAWM
schemes, the results are given in Tables 6 and 7.

Table 6. Results for the single-level watermarking schemes
under AWGN.

SNR [dB]
CB-DAWM WB-DAWM

BER SWRa [dB] BER SWRa [dB]

−5 4.42 −5.01 5.14 −5

0 0.68 −0.01 0.38 −0.01

5 0.23 4.98 0 4.98

10 0 9.95 0 9.95

15 0 14.86 0 14.86

20 0 19.59 0 19.58
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Table 7. Results for multi-level watermarking schemes under AWGN.

SNR [dB]
CB-DAWM WB-DAWM

BER I BER II BER III SWRa [dB] BER I BER II BER III SWRa [dB]

−5 7.86 0.48 0 −5.02 4.30 0 0 −5.02

0 2.26 0 0 −0.03 0.57 0 0 −0.03

5 1.67 0 0 4.95 0 0 0 4.95

10 0.60 0 0 9.85 0 0 0 9.86

15 0.12 0 0 14.59 0 0 0 14.58

20 0 0 0 18.82 0 0 0 18.82

3.4.5. Amplitude scaling

Amplitude scaling of single-level and multi-level
watermarked audio signals is performed for different
scaling factors: from 2 to 10. It is found that the
single-level and multi-level watermarking schemes are
resilient to amplitude scaling. Amplitude scaling of the
watermarked audio signal does not result in spectral
modification. Therefore, there is zero BER in the ex-
tracted watermark, and the SWRa remains unaltered
for the single-level and multi-level schemes.

3.4.6. Cropping

In cropping attack, some of the samples are re-
moved from the end of the watermarked audio signal;
BER increases on increasing the percentage crop (ra-
tio of number of samples cropped to total number of
samples in watermarked audio signal) of the audio sig-
nal but SWRa decreases on increasing the percentage
crop. If the signal is cropped from the beginning or
middle of the audio signal, then the watermark is not
detectable from the point beyond which the signal has
been cropped, this is due to the offset problem of sam-
ples. It has been found from the results obtained af-
ter cropping watermarked audio signal that proposed
single-level and multi-level WB-DAWM schemes are
not resistant against cropping attack

4. Conclusions

A wavelet-based blind digital audio watermark-
ing scheme proposed in this paper is found useful
for single-level and multi-level watermark embedding
schemes. The proposed scheme has been simulated and
tested for various audio signal processing attacks such
as filtering, sampling rate alteration, MP3 compres-
sion, addition of AWGN, amplitude scaling, cropping,
and has been shown to be robust to most of the audio
attacks. The proposed schemes (single-level and multi-
level) are found resilient for various attacks such as
low-pass filtering, upsampling by interpolation, down-
sampling by decimation, resampling by some arbitrary
rational factor, amplitude scaling, and MP3 compres-
sion. These schemes show limited robustness against

high-pass filtering, band-pass filtering, and AWGN at-
tacks. The proposed WB-DAWM schemes are more
robust against high-pass filtering, band-pass filtering,
and AWGN attacks as compared to corresponding CB-
DAWM schemes. These schemes are not robust under
cropping attacks. The proposed scheme of embedding
mother wavelet functions as watermarks which over-
lap in time but occupy different frequency bands is
an imperceptible and robust watermarking scheme. In
the proposed single-level scheme, payload capacity is
increased by 19.05% as compared to the single-level
chirp-based digital audio watermarking scheme.
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