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The study investigates the use of speech signal to recognise speakers’ emotional states. The introduction
includes the definition and categorization of emotions, including facial expressions, speech and physiologi-
cal signals. For the purpose of this work, a proprietary resource of emotionally-marked speech recordings
was created. The collected recordings come from the media, including live journalistic broadcasts, which
show spontaneous emotional reactions to real-time stimuli. For the purpose of signal speech analysis,
a specific script was written in Python. Its algorithm includes the parameterization of speech recordings
and determination of features correlated with emotional content in speech. After the parametrization
process, data clustering was performed to allows for the grouping of feature vectors for speakers into
greater collections which imitate specific emotional states. Using the t-Student test for dependent sam-
ples, some descriptors were distinguished, which identified significant differences in the values of features
between emotional states. Some potential applications for this research were proposed, as well as other
development directions for future studies of the topic.
Keywords: emotion recognition; speech signal processing; clustering analysis; Sammon mapping.

1. Introduction

Emotions are an inseparable element of interper-
sonal interaction. The human voice is one of the nat-
ural, spontaneous and authentic means of expressing
emotions, which is why the speech signal is used to ef-
fectively identify the speaker’s emotional states (Igras
et al., 2013).

Emotion recognition, dynamic improvements in
quality and data processing speed, and the develop-
ment of the information society, have recently become
popular subjects of research, which fit into a wider
range of applications, including human-computer com-
munication interfaces (voice assistants), human be-
haviour monitoring, concentration, and stress level or
improving the effectiveness of biometric recognition.

Emotion identification based on voice analysis
presents a huge challenge due to the complexity of the
speech signal, the main aim of which is content trans-
mission of a given statement. The individual nature of
articulation, emotional load, fatigue, and/or medical
condition are just a few factors which modify the intri-
cate frequency-time relationships in which this content
is contained (Ślot, 2010). Enhancing speech recogni-
tion systems (ASR – Automatic Speech Recognition)

with the ability to identify speakers’ emotions would
improve voice interfaces by making interactions with
them feel more authentic and adequate.

The aim of this work was to attempt to identify
the speaker’s emotional state on the basis of a 19-di-
mensional feature vector obtained as a result of para-
meterization, to indicate the differences between pa-
rameters for two emotional states: calm (neutral) and
nervous, and to determine parameters correlated with
emotional content in Polish speech. This article dis-
cusses the statistical analysis including the Students’
t-test (selection of descriptors), cluster analysis (group-
ing of feature vectors by emotion), and Sammon map-
ping with assessment (Sebestyen’s criterion).

2. Analysis of the issue

The main issues in this topic area are the following:
choosing a good database of emotional speech record-
ings, selection of effective features (parameters), and
establishing a process for identifying and classifying
emotions.

The greatest challenge in recognising emotions is
the database of recordings (especially among less popu-
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lar languages, e.g., Polish) and the parameters of exist-
ing and available speech corpora are not always satis-
factory. Speech technology systems that include detec-
tion of emotions require appropriate research material
in the form of a recording database. Having relatively
extensive and diverse collection of content and speak-
ers, considering the need also for adequate gender in
the emotional speech corpus, is one of the most im-
portant and greatest challenges in the analysis of emo-
tional speech.

There are several emotional speech corpora that
take into consideration the method of obtaining emo-
tions and the type of labelling and authenticity of
emotions. First, forced emotions are acquired by recor-
ding actors acting out predefined emotions. These are
characterised by very good quality recordings and the
ability to get a large number of emotions with any
content. Authentic emotions, where the source of the
material are all types of recordings from the media,
i.e., live coverage, talk shows, political debates, and
recordings from emergency calls. The disadvantages
of these sources are usually the poor quality of the
recordings, various types of artifacts, noises, or state-
ments of many people at once. On the other hand,
these showing authentic emotions recordings present
a variety of situations and garner the highest credi-
bility, because the characters’ emotions were evoked
by real stimuli – sudden situations or life experiences.
Emotions triggered artificially are acquired using var-
ious techniques of inducing emotions, which include
emotionally engaging content, like movies, stories, im-
ages, or computer games. The drawbacks of this kind
of corpus are limitations due to ethical reasons and
low intensity or artificiality of experimental situations.
Nevertheless, this corpus type offers a good quality of
recording and the possibility of properly planning the
experiment (Sidorova, 2007; Igras et al., 2013).

Some scientists use ready-made public databases
(e.g., the Berlin Database – emotions played), while
others decide to prepare corpora suited to the subject
of the analysis.

In an article (Ververidis, Kotropoulos, 2003),
the authors compiled 32 corpora of emotional speech
(11 in English, 8 – German, 3 – Japanese, 2 – Dutch,
2 – Spanish, 1 – Danish, 1 – Hebrew, 1 – Swedish, 1 –
Chinese, 1 – Russian, and 1 multilingual), where over
20 of them contained recordings of emotions acted out
by actors. Some of the above foreign speech corpora
are publicly available, while there are few Polish ones.
As a part of the work conducted at the Telecommuni-
cations Institute of the Warsaw University of Tech-
nology, a database of spontaneous emotions (BES)
from Polish Radio and TVP broadcasts was created
for the Polish language (Janicki et al., 2008). In turn,
Demenko et al. (2011) created a database of emer-
gency telephone call recordings, and Cichosz et al.
(2008) conducted the recording of emotions performed

by actors for the purposes of research. In other Polish
studies (Kamińska et al., 2012), the research groups
used their own recordings, made for the purposes of
research, or recordings from the media, collected for
analysis. Databases containing recordings exhibiting
spontaneous emotions with credible Polish language
content are rare. The main problem in creating a large
and reliable database is related to the originality of the
emotions in the recordings. The expression of emotions
by actors and speakers leads to doubts about the va-
lidity of the research and its conclusions.

The next stage of automatic recognition is the
selection of appropriate features. In general, the set
of descriptors commonly used in speech analysis also
holds for emotion recognition. Previous studies on the
characteristics of the signal correlated with the emo-
tional states of the speaker indicated the following
groups of characteristics: the signal energy and pa-
rameters describing energy changes (minimum, max-
imum, range, mean, variance, etc.), the fundamental
frequency F0, waveform parameters of F0 and their
derivative (minimum, maximum, range, mean, vari-
ance, etc.), mel-frequency cepstral coefficients (MFCC)
coefficients, time-related features (number and length
of pauses, speech rate). In recent years, research into
the recognition of emotions based on speech has inten-
sified. For example in the article by Davletcharova
et al. (2015), the authors used a database of record-
ings containing 4 emotional states acted out in Rus-
sian and MFCC parameters were used for the assess-
ment. El Haddad et al. (2017) analysed two emo-
tions (smile/laugh and neutral) in two languages (En-
glish and French) by first four formants. Zvarevashe
and Olugbara (2020) used a combined feature vec-
tor (F0, ZCR, energy, MFCC, LPCC, FFT, Spectral
Centroid Moments etc.) to analyse recordings from
two databases (RAVDESS – 8 emotions, North Ameri-
can acent and SAVEE – 7 emotions, British English).
Other studies worth mentioning are presented in arti-
cles (Yeqing et al., 2011; Sun et al., 2015; Razuri
et al., 2015; Özseven, 2018; Stolar et al., 2018;
Kerkeni et al., 2019; Bhavana et al., 2019; Abdel-
Hamid, 2020; Ntalampiras, 2021; Zhang, 2021).

Features related to intonation, stress and period
are referred to as prosodic features (Kamińska et al.,
2012; Zetterholm, 1998). Based on the collected fea-
tures, feature vectors are created that are used in the
next step – classification. These methods are standard
tools but their selection is also an important element.

3. Emotional speech database

Based on the analysis of the aforementioned classes
of emotional speech corpora and the availability of
databases, a proprietary corpus of recordings from the
media was prepared, containing authentic and spon-
taneous emotions. The first step was to collect speech
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samples in two emotional states for the same speaker:
calm (neutral) and nervous. In live journalistic pro-
grams, the feelings or reactions of the participants
seem to be spontaneous, provoked by events or dis-
cussions, or relating to difficult life situations. Due to
the large amount and variety of material on the “pub-
licistykatvp” channel, two programs were selected for
presenting content related to engaging political and so-
cial issues (“Tomasz Lis na żywo”/“Tomasz Lis Live”
and “Sprawa dla Reportera”/“Reporter’s Case”). All
samples were evaluated during material collection and
labelled for the above-mentioned states. Then some of
the selected recordings were verified by a 3rd-year stu-
dent of Psychology at the Pedagogical University of
Cracow.

The final set of recordings used for further analysis
consisted of 48 audio samples from 12 women and 12
men, of different ages, where for each speaker there
were 2 samples – in a calm or agitated/anxious state
with different content and duration (1–11 seconds).

4. Parameterization

The acoustic signal was modified to form a feature
vector, with speech parameters being the basis for the
description of emotional states. One of the most impor-
tant steps is the quantitative description of the subject
of research, i.e., the identification of object features
that carry information sufficient to effectively identify
emotional states.

After collecting the database of emotional speech
recordings and subjecting them to a two-stage labelling
process, the parameterisation of the samples was car-
ried out. The analysis of speech acoustic signals in-
cluded the calculation of signal features in the time
domain – signal energy, signal power, fundamental fre-
quency F0 (mean, median, minimum value, maximum
value, standard deviation, range), jitter, shimmer –
and in the frequency domain – spectral moments (M0,
M1,M2), kurtosis, skewness, formants frequencies (F1,
F2, F3, F4).

The purpose of analyzing the obtained results
was to show changes in parameter values between
the calm and nervous states. Signal parameterisation
both in the time domain and in the frequency domain
included the calculation of several features for speech
signal samples. Among them were the parameters
described below.

4.1. Fundamental frequency F0

The fundamental frequency is an individual feature
resulting from the size of the larynx, the tension and
size of the vocal cords, depends on gender and age.
For example, for men it is in the range of 75–300 Hz
and for women in the range of 100–500 Hz (Boersma,
Weenink, 2015; 2019). The parameter is indicative of

the scale of the voice, and during a conversation the
range of changes is associated with intonation, which
plays a significant role in the expression of emotions.
In this algorithm, the range (considering ranges for
both sexes) was set to 75–500 Hz, which means that
the method detected the values of the fundamental fre-
quency only in this declared range.

The extraction of the waveforms of the laryngeal
tone’s fundamental frequency, which is the basic har-
monic of the signal reflecting the frequency of the vi-
brations of the vocal folds, was performed using an
algorithm analysing the autocorrelation function. The
advantages of the method used were very high re-
solution and resistance to noise and interference oc-
curring in the signal. From the vector formed of con-
secutive fundamental frequencies, 6 statistical features
were determined such as: mean F0, median F0, mi-
nimum value F0, maximum value F0, standard devia-
tion F0, range F0.

4.2. Spectral moments

Before calculating the spectrum, the signal oscillo-
gram was filtered with a high-pass filter – preempha-
sis. Short-time discrete Fourier transform (STFT) was
used due to the speech spectrum changing over time,
dividing the signal into 20 ms sections with 10 ms over-
laps. Spectral parameters, determined based on signal
spectrum estimates, describe the shape and prove to
be very useful during analysis. In the described stud-
ies, four normalised moments of the m-th order and
zero-order moment were determined. The first three
spectral moments (zero, first, and second order) were
taken into the initial feature vector, while the third and
fourth order moments were used only to calculate the
remaining kurtosis and skewness parameters. Higher
order moments are less useful, even normalised ones,
because they are correlated with each other and do not
provide a convincing interpretation.

4.3. Formants

Formants are the basic group of parameters used
for speech analysis, processing, and recognition by re-
searchers dealing with speech issues.

The vocal tract consists of a series of structures
having the ability to vibrate naturally. The larynx tone
passing through it is subject to modifications due to
natural vibrations of the throat, nasal cavity, or mouth.
Thanks to this, certain components of the primary la-
ryngeal tone are strengthened, while others are weak-
ened. Maxima of the amplified frequencies are called
formants (Obrębowski, 2008). The values of the for-
mants depend on the individual characteristics (length
of the vocal canal) as well as the manner of articulation
(degree of rounding of the mouth) (Kamińska et al.,
2012).
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Usually, vowel formants are set and in the literature
can be found clearly declared ranges in which they oc-
cur. In the case of continuous speech, subsequent bands
with a width of 1000 Hz are analysed in search of the
local maximum spectrum and formant frequency for
which it occurs. The formant frequency ranges were se-
lected based on the lower and upper frequency values
for individual vowels (Kłaczyński, 2007). The first
four formants were designated in the described studies.

Table 1. Summary of sample (19-dimensional) feature vectors showing differences in parameter values between
the analysed emotional states for female and male speech.

Parameter
Female Male

Calm state Nervous state Calm state Nervous state
F0 median 248.1 278.1 118.9 271.3
F0 mean 255.4 300.7 146.6 265.4
F0 min 81.7 84.3 75.8 132.1
F0 max 463.2 493.5 499.3 492.7
F0 std 64.0 105.6 82.7 42.3
F0 range 381.5 409.2 423.5 360.6
Jitter 5.9 9.3 21.9 6.5

Shimmer 10.8 14.7 15.7 13.9
M0 0.0046 0.0085 0.0017 0.0100
M1 5889 6101 5918 6708
M2 16222423 14900857 18344466 20074062

Kurtosis 2.08 2.35 3.06 3.53
Skewness 5.85 ⋅ 10−12 6.43 ⋅ 10−12 7.48 ⋅ 10−12 9.35 ⋅ 10−12

F1 728 731 654 699
F2 1684 1699 1593 1731
F3 2844 2904 2941 2981
F4 3632 3505 3627 3555

Energy 0.95510 1.50348 0.92395 1.87650
Power 0.00108 0.00171 0.00096 0.00196

Fig. 1. Time course, spectrogram, and subsequent values of the fundamental frequency for the calm state for male speech.

Based on the speech parameters described above,
a 19-dimensional feature vector was created. The above
descriptors were calculated for each of the 24 speakers.
Table 1 summarises the values of the individual pa-
rameters and differences in values between emotions
for both male and female speech.

Figures 1 and 2 present comparisons of the oscillo-
gram, spectrogram, and waveform of the fundamental
frequency over time in a calm and nervous state.
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Fig. 2. Time course, spectrogram, and subsequent values of the fundamental frequency for the nervous state
for male speech.

Analysis of the deviation waveforms obtained al-
lowed for the observation of intonation variations dur-
ing the statements for individual emotions and indi-
cated general regularities of parameter changes be-
tween the calm and nervous state. For the nervous
state, a change in the contour and larger deviations of
the fundamental frequency relative to the calm (neu-
tral) state were noted.

5. Feature vectors verification

Research on recognising or identifying emotional
states based on a speech signal is based on the assump-
tion of the existence of universal emotional patterns or
profiles. In fact, individual differences as well as sub-
jectivity in perception and expression of emotions in
speech constitute a great difficulty. An individual way
of expressing or perceiving emotions often causes the
need to adapt the system to the profile characteris-
tics of a given speaker. Therefore, there is no rule that
is always met, which refers to the question whether
a given parameter always increases, decreases or does
not change significantly in the event of a transition
from a calm state to a nervous state for a given speaker.

Verification of the feature vector quality was car-
ried out using three methods: Student’s t-test, cluster
analysis (Nisbet et al., 2018), and Sammon mapping
(Sammon, 1969).

5.1. Student’s t-test

The Student’s t-test is a frequently used proce-
dure in statistics. For dependent groups, it is applied
to compare average values from the same group (for
the same parameter) but from different times in this
study, a calm versus nervous state of the same speaker

and provide information whether the groups differ from
themselves and how significant these differences are.
In the context of this study, parameter values between
states indicate a change in the state of emotions. In or-
der to check how repeatable the results are for a group
of speakers, a Student’s t-test was used.

Analysing Table 2, the parameters for which there
is a statistical difference between the values for emo-
tional states rejecting the null hypothesis consist of:
mean F0, median F0, standard deviation F0, M0,
F1, F2. An interesting case is the jitter parameter,
for which the obtained values between states are diffe-
rent, although the last column suggests that the re-
sults may be random – that such a result was obtained
for this particular data set. It is not known which va-
lues the parameter will have for a different database
of recordings and whether jitter will always increase in
a nervous state for each test group.

5.2. Cluster analysis

In the classical cluster analysis, a matrix of
distances between objects is calculated in order to
determine the similarity of these objects. Reversing
the assumption, in order to estimate the correct-
ness of feature space choice (the measure of feature
dissimilarity), the objects were created from the
individual elements of the feature vector (Table 2)
taking into account the entire database. In order to
calculate the distance between the parameters of the
presented feature vector, the Euclidean metric was
used and the average method was used for group of
objects. The results of this verification are shown
in Figs 3 and 4. Before cluster analysis, feature
scaling was performed. Feature scaling is a common
procedure used in machine learning at the stage of
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Table 2. Student t-test results for dependent samples.

Parameters t-statisics Critical values p-value T_stat versus Cv p-value versus alpha
F0 median 11.319 1.714 0.00000000007 REJECT – different REJECT – different
F0 mean 12.440 1.714 0.00000000001 REJECT – different REJECT – different
F0 min 1.210 1.714 0.23861 ACCEPT – equal ACCEPT – equal
F0 max 0.683 1.714 0.50128 ACCEPT – equal ACCEPT – equal
F0 std 2.654 1.714 0.01418 REJECT – different REJECT – different
F0 range 0.220 1.714 0.82784 ACCEPT – equal ACCEPT – equal
Jitter 2.008 1.714 0.05649 REJECT – different ACCEPT – equal

Shimmer 1.182 1.714 0.24919 ACCEPT – equal ACCEPT – equal
M0 4.613 1.714 0.00012 REJECT – different REJECT – different
M1 0.690 1.714 0.49724 ACCEPT – equal ACCEPT – equal
M2 1.274 1.714 0.21531 ACCEPT – equal ACCEPT – equal

Kurtosis 0.319 1.714 0.75258 ACCEPT – equal ACCEPT – equal
Skewness 1.421 1.714 0.16874 ACCEPT – equal ACCEPT – equal

F1 2.629 1.714 0.01501 REJECT – different REJECT – different
F2 2.348 1.714 0.02786 REJECT – different REJECT – different
F3 0.571 1.714 0.57379 ACCEPT – equal ACCEPT – equal
F4 1.192 1.714 0.24558 ACCEPT – equal ACCEPT – equal

Energy 0.563 1.714 0.57884 ACCEPT – equal ACCEPT – equal
Power 0.517 1.714 0.61040 ACCEPT – equal ACCEPT – equal

appropriate data preparation. Normalisation can be
useful and even required when data has input values
of different scales. Min-max normalisation was applied
to the independent parameters. The results of the

Fig. 3. Results of cluster analysis (dendrogram) showing the similarities between parameters in the feature vector
for all speakers in the database for both emotional states.

parameters’ verification are shown in Fig. 3 (dendro-
gram). It depicts the similarities of the parameters
in the feature vector for all speakers in the database
for both emotional states. As it can be noticed, the
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Fig. 4. Cluster analysis, parameter similarities, and feature vectors for a given speaker in terms of emotional state – only
for parameters for which a significant difference between groups (emotions) in the t-Student test was indicated.

features which correlated were the following: median
F0 – mean F0; Energy – Power ; max F0 – range F0.
This procedure and the Student’s t-test results made
it possible to reduce the feature vector to the follow-
ing parameters: mean F0, jitter, standard deviation F0,
M0, F1, F2 for which a double cluster analysis was per-
formed and shown in Fig. 4.

Figure 4 presents a cluster analysis for parame-
ters for which, according to the Student’s t-test, there
was a significant difference in the value of parame-
ters between emotional states, as well as the second
cluster analysis for checking the clusters of the speak-
ers’ statements in two emotional states. Limiting the
feature vector only to those accurately describing the
object of analysis clusters has enabled the recordings
to be combined into larger classes, bringing together

a greater number of samples of a given emotional state,
e.g. from the left, [15_N – 11_N] (6 samples), [17_Z
– 23_Z] (13 samples), and based on the value vector,
they are classified into a particular emotion. Thus, the
performed reduction of the feature space, based on
the result of cluster analysis, shows a good prognosis
for the possibility of distinguishing the emotional state
on the basis of Polish speech signals. However, full va-
lidation of these conclusions was made by performing
Sammon mapping.

5.3. Sammon mapping

Sammon mapping (Sammon, 1969) allows for the
presentation of multivariate data (N -dimensional) on
a plane (space R2). Due to the fact that multidimen-



266 Archives of Acoustics – Volume 46, Number 2, 2021

sional structures are not subject to human interpre-
tation, human ability to imagine the location of these
data points in N -dimensional space is futile. There is,
therefore, a problem to create an understandable and
accessible graphical representation of this data type
(Kłaczyński, 2007).

Sammon mapping is a non-linear mapping of points
from the RN space onto their respective “projections”,
i.e., lying points in R2 space. For the purposes of
this study, 19-dimensional vectors (parameterised sig-
nals of calm and nervous state speech) were mapped
onto a plane, acting as an implementation of a self-
organising learning process. The Sebestyen criterion
was used to assess the mapping of the parameterised
19-dimensional feature vectors on the plane. This cri-
terion is based on the measure of intra-class dispersion
and global interclass dispersion. To assess the qual-
ity of the entire set of N features, the criterion being
the logarithm of the dispersion ratio of interclass and
intra-class scattering (Kłaczyński, 2007) can be used.
Sammon mapping was done for three cases of the fea-
ture vector:

1) 19-dimensional feature vector,
2) 7-dimensional feature vector (mean F0, median

F0, standard deviation F0, jitter, M0, F1, F2),
3) 6-dimensional feature vector (without the jitter

parameter).

As shown by the presented results of measures
in Tables 3–5, mapping of multidimensional space to

Table 3. Summary of Sebestyen measures for pre and post Sammon mapping (Fig. 5).

Data M1 – measure
of inter-class dispersion

M2 – measure
of intra-class dispersion

Quantitative assessment
of class separability

log2(M1/M2)
Original 2.20 1.84 0.26

After Sammon mapping 2.15 1.73 0.31

Table 4. Summary of Sebestyen measures pre and post Sammon mapping (Fig. 6).

Data M1 – measure
of inter-class dispersion

M2 – measure
of intra-class dispersion

Quantitative assessment
of class separability

log2(M1/M2)
Original 0.98 0.64 0.61

After Sammon mapping 1.06 0.57 0.89

Table 5. Summary of Sebestyen measures for pre and post Sammon mapping (Fig. 7).

Data M1 – measure
of inter-class dispersion

M2 – measure
of intra-class dispersion

Quantitative assessment
of class separability

log2(M1/M2)
Original 0.84 0.51 0.71

After Sammon mapping 0.90 0.46 0.97

a plane is not a real reflection of the original data set
(which was anticipated). However, it retains such fea-
tures as inter-class and intra-class recognition in fairly
high compliance with the original vectors. By visually
analysing the mapping results for 19 speech signal pa-
rameters (Fig. 5) it should be stated that it is not pos-
sible to recognise the speaker’s emotional state. The
points on the plane representing the two states (neu-
tral and nervous) are mixed together. However, when
using a vector with 7 parameters, there is a clear im-
provement in grouping emotional states (Fig. 6). In-
terestingly, withdrawing the jitter parameter (Fig. 7)
did not significantly help to clarify the dividing line
between states.

Fig. 5. Sammon mapping visualization (circle – neutral
state, square – nervous state) – for the 19 dimensional fea-

ture vector.
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Fig. 6. Sammon mapping visualization (circle – neutral
state, square – nervous state) – for a 7 dimensional fea-

ture vector.

Fig. 7. Sammon mapping visualization (circle – neutral
state, square – nervous state) – for a 6 dimensional fea-

ture vector.

6. Summary

The main aims of the presented research were to
identify differences in parameter values between the
calm (neutral) state and the anxious state and to iden-
tify these emotional states on the basis of feature vec-
tors for a given speaker. For this purpose, all the neces-
sary functions were implemented in Python, parame-
terisation of recordings was performed, presenting the
tables with the aggregated results above. A Student’s
t-test for dependent samples was carried out to indi-
cate a statistical difference between two groups (va-
lues of a given parameter for speakers between a calm
and nervous state). The t-Student test allowed for the
extraction of those features that showed significant
changes in parameters between emotions, and conse-
quently reduced the feature vector, discarding those
that did not show significant changes. Cluster analysis
was also performed on the set, showing similarities be-
tween parameters, as well as entire feature vectors for
a given speaker. The inference was supported by Sam-
mon mapping which confirmed the legitimacy of re-
ducing attributes from the adopted initial vector from
19 to 7 features.

A literature review showed that many studies have
managed to achieve satisfactory accuracy and effi-
ciency in emotion recognition using other databases,

parameters, or classification methods than those indi-
cated in the publication.

For example, in (Razuri et al., 2015) regarding an
English database, to reduce the size of the speech fea-
ture vector and improve the results obtained by the
classifiers, the output data from a decision tree clas-
sifier like feature selection method was used. The de-
cision tree has obtained the most accurate result and
was composed of six nodes (six features of the dataset).
This meant that the tree only needed these six fea-
tures to predict the emotions. These results showed
that the feature vector was reduced not only to ex-
tract those features that show significant changes but
also to obtain better efficiency and accuracy.

In (Kerkeni et al., 2019), the authors presented an
automatic speech emotion recognition (SER) system
using three machine learning algorithms (MLR, SVM,
and RNN) to classify seven emotions based on two
different acted databases (Spanish and Berlin). The
authors studied how classifiers and features (MFCC
and MS), as well as their selection, impact the recog-
nition accuracy of emotions in speech. Feature selec-
tion techniques showed that more information was not
always good in machine learning applications. The re-
sults showed that the SER achieved the highest recog-
nition rate of 94% on the Spanish database using the
RNN classifier, and for the Berlin database, all of the
classifiers achieve an accuracy of 83%. RNN often per-
forms better with more data, however, is limited by
very long training times. Therefore, the authors con-
cluded that the SVM and MLR models have good po-
tential for practical usage on limited data in compari-
son with RNN.

Zvarevashe and Olugbara (2020) proposed the
combination of prosodic and spectral features from
a group of selected features to realize hybrid acoustic
features for improving the efficiency of emotion recog-
nition. The proposed set of acoustic features proved
highly accurate in recognising all the eight emotions
investigated in the study. The researchers used two
public acted speech databases to train five popular en-
semble learning algorithms. Results showed that ran-
dom decision forest ensemble learning of the proposed
hybrid acoustic features was highly effective for speech
emotion recognition. The achievement high precision
when recognising the neutral emotion by using either
pure MFCC features or a combination of MFCC, ZCR,
energy, and fundamental frequency features (that were
seen to be effective in recognising the surprise emotion)
proved to be difficult.

Studies on speech emotion recognition have both
academic and practical significance. In addition to nu-
merous prospective technological applications (includ-
ing as a module of automatic speech and speaker recog-
nition systems), applications built on the basis of al-
gorithms that identify the patient’s emotional state
based on the acoustic parameters of his or her speech
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have great potential in the field of diagnostics and
medical therapy (Igras et al., 2013). In medicine,
the applications include the diagnosis of psychological
and neurological disorders, the symptoms of which are
both abnormal perception and expression of emotions,
which include stress (contributing to many diseases
of civilization), depression, schizophrenia, and autism
(Obrębowski, 2008).

Specific groups of people for whom identifying ex-
treme emotional states may be particularly important
can be specified, e.g., pilots or players. In the case of
pilots, developing a system that registers the pilot’s
statements in real time could be useful, so that after
performing parameterisation and classification, it will
return his emotional state. Moreover, it would have the
capacity to provide evaluation, e.g., send information
to the military base when the pilot is in a nervous or
angered state that could endanger his or her life as well
as the lives of others.

An important problem is also the amount of vio-
lence and profanity, especially verbal, in the case of
streaming games. Children are the most vulnerable,
therefore, they may face numerous psychological prob-
lems. The solution in this case would be a system that
monitors players’ reactions and their communication
during gaming. If an agitated state is detected leading
to misbehaviour, for example, when a player offends or
intimidates others, such a system could automatically
block players from the games’ current or next round.
The proposed solution could raise players’ awareness
of acceptable inter-personal behaviour on the Internet
and perhaps protect the youngest players.
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