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The paper presents experimental results of the visualization of the nonlinear aeroacoustic sound gener-
ation phenomena occurring in organ flue pipe. The phase-locked particle image velocimetry technique is
applied to visualize the mixed velocity field in the transparent organ flue pipe model made from Plexiglas.
Presented measurements were done using synchronization to the tone generated by the pipe itself sup-
plied by controlled air flow with seeding particles. The time series of raw velocity field distribution images
show nonlinear sound generation mechanisms: the large amplitude of deflection of the mean flue jet and
vortex shedding in the region of pipe mouth. Proper Orthogonal Decomposition (POD) was then applied
to the experimental data to separately visualize the mean mass flow, pulsating jet mass flow with vortices
and also sound waves near the generation region as well as inside and outside of the pipe. The resulting
POD spatial and temporal modes were used to approximate the acoustic velocity field behaviour at the
pipe fundamental frequency. The temporal modes shapes are in a good agreement with the microphone
pressure signal shape registered from a distance. Obtained decomposed spatial modes give interesting
insight into sound generating region of the organ pipe and the transition area towards the pure acoustic
field inside the resonance pipe. They can give qualitative and quantitative data to verify existing sound
generation models used in Computational Fluid Dynamics (CFD) and Computational Aero-Acoustics
(CAA).
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1. Introduction

Sound generation mechanisms in musical wind in-
struments are still not fully explained. The aerody-
namic phenomena occurring in aerophones can be de-
scribed using Navier-Stockes equation, but its solution
in analytical form doesn’t exist and although the com-
puting power of existing computers has grown and the
numerical simulation has developed, the simulations
results can reflect real systems in only coarse way using
simplified models (Fabre et al., 2012). So experimen-
tal methods consisting in the velocity field measure-
ments are still needed as a tool to understand the dy-
namic behaviour of air in musical instruments, where
nonlinear effect of unsteady air streams is the sources
of sound. Also a constant development in existing ex-
perimental methods is needed to verify the even better
numerical simulations based on sound vortex theory
(Howe, 1998).

Modern measurement systems allow in-deep look
at the physical phenomena due to development of
new measurement sensors and sophisticated digital sig-
nal processing algorithms for measurement data pro-
cessing. The mechanism of sound generation in aero-
phones belongs to such group of “invisibilities” which
a few years ago we couldn’t observe in the real con-
ditions. Aeroacoustical phenomena observations and
measurements were the background of developing the
sound generation theories. As usually with experimen-
tal knowledge, the generic models have evolved. An
appearance of new or improved theories, which more
and more precisely reflect the behaviour of the real sys-
tems, was usually coupled with developments in the
measurement technology (Flether, 1976; Cuadra,
2005; Perre et al., 2012; Bamberger, 2005).
Observation and visualization of aeroacoustic

sound generation mechanism need more sophisticated
measurement technique than simple sound pressure ac-
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quisition using condenser microphone. The use of tra-
ditional pressure transducer is practically impossible in
hydrodynamic near field because of the big mass flow in
the region of sound generation in the mouth of the or-
gan pipe. Sound pressure level measurement from big-
ger distance (in medium or far field) gives an image of
spatially averaged effects taking place in the organ pipe
mouth. Thus, it doesn’t have sufficient spatial resolu-
tion to give the opportunity to precisely reflect the dy-
namical phenomena in the region of interest. For such
measurement objectives the anemometric techniques
are more suitable, where the last main breakthrough
is an introduction of non-intrusive laser measurement
techniques like Laser Doppler Anemometry (LDV) and
Particle Image Anemometry (PIV) (Paal et al., 2006;
Raffel et al., 2007;Moreau et al. 2009). This paper
is the author’s contribution to the discussion of the
phase-locked PIV applications (MacDonald et al.,
2010;Weyna, Mickiewicz, 2013; 2014).
The main difficulty in analysis of aeroacoustical

field using anemometric approach is a coupled ex-
istence of an air mass flow (constant high velocity
“wind”) and an acoustic energy flow (smaller en-
ergy vibrating part of the flow connected with turbu-
lences and acoustic field). To verify the existing sound
generation and absorption models (ex. Howe, 1998;
Yoshikawa, 2013; Yoshikawa et al., 2012) it is es-
sential to resolve the constant and vibrating part of
the flow – in the mathematical notation of the models
we see separated variables describing mean mass flow
ν, acoustic particle velocity u and vorticity ω = rot ν.
If it is possible, the local energy transfer between mass
flow and acoustic energy flow should be calculated us-
ing the formula (Kobayashi et al., 2014):

Πker = ρ0(ω × ν) · u. (1)

To obtain ν and u separately, some researchers
(Yoshikawa et al., 2012) analyzed the interesting field
using two sources of excitation: air blow for measur-
ing mass flow parameters and pure acoustic excitation
using the loudspeaker drive coupled with the pipe to
observe acoustic field in the model. This approach can
lead to interesting results, although in the model cre-
ated on that base the mutual influence of the mass flow
on the acoustic signal propagation is neglected.
In this paper another approach is proposed. The

author examined the organ pipe in its normal condi-
tion – supplied with an air stream with constant veloc-
ity (two values were used). The value of time interval
of PIV system was optimised for main flow parame-
ters. The time series of raw velocity field images ob-
tained for consecutive phases of output acoustic signal
was the first information source for discussion about
non-linear effects in the hydrodynamic near field of
the organ pipe. For sound source identification con-
stant velocity mass flow was separated from the vari-
able acoustic velocity in postprocessing stage by means

of the Proper Orthogonal Decomposition (POD) and
its power-dependent filtering properties. Using POD
it seems to be possible to visualize only the variable
in time part of the field decomposed into the orthog-
onal partials according to its energy. This feature of
POD is called a physics filtering – different physical
phenomena connected with different energy levels can
be analyzed separately. The paper shows that by the
use of POD it is possible to observe only that part of
the field which varies in correlation to the frequency of
the acoustic resonator which is the organ pipe and to
the pressure signal registered in far field.

2. PIV

Particle Image Velocimetry (PIV) is a non-intrusive
technique for simultaneously measuring velocity vec-
tors field at many points in a medium flow. Starting
from systems developed for fluid mechanics, the tech-
nological evolution of the last decades has extended
PIV to the study of acoustic problems in air. A mea-
surement system in which the method can be realized,
needs to use interdisciplinary knowledge and technolo-
gies from areas such as electrical engineering, electron-
ics, optics, photonics, computer technology and signal
processing. Only due to the proper cooperation of these
elements such a metrology system for non-electrical
quantities could appear. The principle of the PIV mea-
surement technique relies on the physical definition of
velocity as a differential quotient of fluid displacement
as function of time. The trajectory of many seeding
particles which follow the flow constantly (it can be
proved if the seeding particles have proper physical
and chemical properties and adequate size) can be cap-
tured with an optical camera by illuminating a plane
in the flow with two very short laser light pulses (ev-
ery image in a pair seems to be still) within a time
difference of a few microseconds. The particle images
captured at two instants are stored in computer mem-
ory and can be processed using cross-correlation algo-
rithms between the two pictorial distributions which
are used to determine the local displacement of a re-
stricted set of particles (Raffel et al., 2007). Using
in our case a camera with 4 megapixels resolution PIV
enables the evaluation of 128× 128 instantaneous ve-
locity vectors for each image pair of the tracer parti-
cles inside the light sheet plane. Using single camera,
the vectors are described in 2D by two components.
Adding a second camera to the system (stereo PIV) al-
lows evaluation of all three components of the velocity
vectors in the plane of the flow field for every instant
of time. An example of PIV measurement system and
simple drawing of the measuring principle are shown in
Fig. 4. An important feature of PIV is that a reliable
basis of experimental flow field data can be obtained
for direct comparison with numerical calculations and
hence, for the validation of computer codes.
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Fig. 1. The original wooden organ pipe and its transparent model (left) and the details of the pipe mouth
and labium (right).

Every measurement method has its strong and
weak points. In the case of PIV applied to real ob-
jects, it is usually hard to overcome the constraint that
the laser light has to be introduced to the object per-
pendicularly to the observation plane. It is usually im-
possible when concerning real music instruments. To
observe the phenomena in an organ pipe, using sugges-
tions from the literature, the author built a transparent
organ pipe model with the same dimensions and con-
struction details as an original one using organic glass
(Fig. 1, left). Using such a model made it possible to
observe at the same time the velocity fields inside and
outside of a pipe in the region of the labium (Fig. 1,
right).
Geometrical details and dimensions (in mm) of the

transparent model are shown in Fig. 2.

Fig. 2. Dimensions (in mm) and geometrical details
of the Plexiglas pipe model.

3. Proper Orthogonal Decomposition

POD is a statistical signal processing procedure to
decompose the complex velocity field into a set of the
eigenfields using so called Karhunen-Loeve decomposi-
tion (Loeve, 1955). The field synthesis based on first
few most energetic components comparing to standard
Fourier approach is a simplier way to produce lower-
order flow field structure which contains the most sig-
nificant partials of the field and can be more easy an-
alyzed. The method is widely used in turbulent flow
analysis (Sirovich, 1987; Berkooz et al., 1993) to
obtain so called coherent structures. During the ex-
periment we acquire the data u(x, y, t), which in the
case of PIV application are the instantaneous 2-D ve-
locity vector fields (in the case presented in this pa-
per the size of any field is 128× 128 velocity vectors
(X = 128 and Y = 128)). We acquire K such fields in

K instants of time. In the case of acoustical signal the
snapshots should encompass at least one period of ob-
served sound field. In our case it was one period of the
pipe fundamental tone frequency and K = 36. These
data can be transformed into the form of orthogonal
temporal and spatial modes. Each temporal mode isK
element vector ak of scalar coefficients and each spa-
tial mode is X by Y matrix with velocities. Transform-
ing K snapshots we obtain K temporal modes and K
spatial modes. Having these modes any instantaneous
velocity field distribution (snapshot) u(x, y, t) can be
represented as a linear combination of the temporal
and spatial modes:

u(x, y, n) = u(x, y) +

K∑

k=1

ak(n)Ψk(x, y), (2)

where u(x, y) is a cycle-averaged velocity field and
ak(n) is the temporal mode – the eigenvector for each
spatial mode Ψk(x, y).
To calculate POD decomposition fromK snapshots

we first construct the correlation matrices (one for each
velocity component) according to the formula:

Cij =
1

K

X∑

x=1

Y∑

y=1

u(x, y, i)u(x, y, j), (3)

where i, j = 1..K and X,Y are spatial dimensions (ve-
locity vector number) of the analyzed field. For this
matrices we find eigenvectors ak(n) and order them
according to their eigenvalues λk. In the case of POD
the calculated eigenvalues λk have physical meaning
of energy concentrated in each mode. Their values can
be used to analyze the energy spread between modes.
The corresponding spatial mode Ψk(x, y) is calculated
as follows:

Ψk(x, y) =

K∑

n=1

u(x, y, n)ak(n). (4)

4. Measurement setup

The main goal of the presented research was to cap-
ture and visualize the dynamic behaviour of the air
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stream in the region of labium in the transparent model
of a closed organ pipe (the fundamental tone of 130 Hz)
to identify the sound sources in this region. The pres-
sure signal generated by the pipe recorded 80 cm away
from the pipe labium is shown in Fig. 3.

Fig. 3. The pressure signal generated by the pipe in time
(top) and frequency (bottom) domains with normalized

amplitudes.

The pictures of velocity fields were obtained using
a planar phase-locked PIV technique. The data acquisi-
tion was synchronized to the pressure signal of the tone
generated by the pipe itself captured by the micro-
phone located near the mouth. The measurement setup
diagram is shown in Fig. 4. The experimental stand is
based on the PIV system delivered by LaVison GmbH
Goettingen Germany. It consists of the Litron laser
model Nano TRL 325-15 as a light source. The im-
ages are acquired by a digital 4-megapixel CCD cam-
era (LaVision Imager Pro X 4M) with the resolution of
2048×2048 pixels. During the experiments the camera
was connected to a PC equipped with a frame grab-
ber (Matrox Solios eCL CameraLink) that received
14 bit images at a rate of 15 Hz (7 Hz rate for image
pairs). LaVision Programmable Synchronisation Unit

Fig. 4. Schematic diagram of the experimental stand.

was used to control the timing of the laser pulses and
synchronize the acquisition. The acoustic signal gen-
erated by the pipe and received by the condenser mi-
crophone Microtech Gefell MK102 was amplified and
supplied to synchronisation unit input.
The blower was used to supply the air to the pipe.

During experiments two values of input air velocity
were used. The air was mixed with a seeding parti-
cles (droplets of 1 µm in diameter of Di-Ethyl-Hexyl-
Sebacat oil with density of 912 kg m−3) generated in
the LaVision aerosol generator. The instantaneous ve-
locity fields were calculated from the collected seeding
particles image pairs using DaVis 8 software. The com-
putational algorithm used interrogation area of 32×32
pixels with 50% overlap. As a calculation result a vec-
tor field of 128×128 velocity vectors (about 1 vector
per 1 mm2 of the field of view) was obtained for each
acquisition phase. This vector field is a result of averag-
ing the 50 instantaneous fields recorded for the same
phase. This fact is crucial for POD analysis because
by doing that we can record the variation of the field
which is correlated to the acoustics, and remove (aver-
age) the turbulence effects connected with uncompress-
ible main mass flow. Each velocity vector was described
by two orthogonal velocity components. Before exper-
iments the calibration procedure of optical system was
performed using calibration plate supplied with the
system. The procedure was applied according to steps
provided by DaVis software. The accuracy of seeding
particle displacement is of about 0.17 pixel with the
pixel size of 7.4 µm. It gives displacement accuracy of
1.3 µm. The accuracy of velocity evaluation depends
on time interval ∆t. The maximum value of velocity in
observed region was about 16 m/s. To properly observe
in such conditions the seeding particles shift, what is
the base for velocity calculation, the time interval ∆t
was set to 30 µs.
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5. Results

All velocity fields presented in the paper were
recorded in the plane of the pipe symmetry perpen-
dicular to the organ pipe mouth. On the following fig-
ures pipe walls are shown with white colour. The green
areas without data are the places of strong light re-
flections from Plexiglas boundaries which had to be
shielded to avoid a damage of the digital camera im-
age sensor. In the preliminary step the visualization of
the vibrating air stream in the original organ pipe was
done. Due to wooden walls of the pipe the field can
be observed only outside the labium. The wooden pipe
generated the sound with fundamental tone of 128 Hz.
The acquisition of pictures in phase-locked PIV sys-
tem was synchronized to 20 phases of one 128 Hz cy-
cle. So the flow field was sampled with 2560 S/s rate
(sampling interval 390 µs). From the sampling theory
point of view, the 9 harmonics can be taken into con-
sideration without the aliasing effect. The amplitude
systematic error for higher frequencies could be cor-
rected according to (Mickiewicz, 2014b). The field of
observation in relation to the rest of the pipe and the
examples of instantaneous velocity fields for phases 4,
9 and 18 are shown in the Fig. 5. We can observe the
main air stream exiting the flue. The trajectory of the

Fig. 5. Flow field evolution in chosen phases in the original organ pipe.

stream evolves (vibrates) and one big moving vortex
below the stream is seen. The flow stays turbulent far
away from the labium.
Using the transparent model we can observe the re-

lation between the field inside and outside of the pipe.
The evolution of the flow field over one period of fun-
damental tone was acquired at 36 equidistant phases
per one period (Mickiewicz, 2014a). In Fig. 6 we can
see the complex flow in the chosen phases and the ori-
entation of the presented field in relation to the pipe.
We can easily notice the vibrations of the main air
stream exiting the flue and moving vortices of both
sides of the air stream. The time series of raw velocity
field distribution images show nonlinear sound gener-
ation mechanisms: the large amplitude of deflection of
the mean flue jet and vortex shedding in the region
of pipe mouth. The turbulent flow evolves in different
ways outside and inside the pipe. The turbulent re-
gion is faster organized in linear acoustic field inside
the pipe than outside. It is the influence of resonating
properties of the closed pipe and existing here standing
waves.
To compare a measurement data with existing

models in qualitative and quantitative way it is neces-
sary to distinguish in these field visualizations the pure
vibrating (acoustic) energy. This problem has been
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Fig. 6. Flow field evolution in chosen phases in the transparent Plexiglas pipe model.

approached by different researchers in many ways but
they usually used different excitation sources for ob-
serving complete flow and pure acoustic flow. For ex-
ample in (Yoshikawa et al., 2012; Yoshikawa, 2013)
to measure the whole turbulent mass flow the blower
was used and for acoustic flow only observations the
loudspeaker driver was coupled with the pipe. In this
paper another approach is used. The image series of
time evolution of the velocity fields were then used

Fig. 7. Mean flow velocity field at 13 m/s (left) and 16 m/s (right).

as the snapshots for POD analysis. Using POD anal-
ysis the mixed aeroacoustic flow was separated into
constant in time mean mass flow and the set of spa-
tial modes representing vibrating part of the flow. As
mentioned before each spatial mode coexists with the
temporal mode (eigenvector).
In Fig. 7 the mean averaged mass flow is shown

for two different inlet air velocities. This velocity field
representation gives the information about v quantity
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in Eq. (1). Some general parameters of the mean flow
fields are presented in the Table 1.

Table 1. Parameters of the mean mass flow.

Velocity
[m/s]

Case 1 Case 2

VxMAX 16.0 13.4

Vy −4.76 : +3.75 −3.17 : +3.98

|V |MAX 16.005 13.42

By subtracting the constant (mean) part of the
flow from the whole flow field we can focus only on
vibrating part. The organ pipe being under investiga-
tion produces the sound with the 128 Hz fundamental
tone. The microphone signal oscilogram matches sinu-
soid at lower air inlet velocity and is more complex
(contains more overtones) for higher air inlet velocity.
Using POD we can have better insight into flow dy-
namics connected with consecutive power density lev-
els. As it was mentioned before, eigenvalues of correla-
tion matrices have the physical meaning of energy. In
the case of 2-D analysis we dispose two sets of eigen-
values λx for correlation matrix of x-direction velocity
spatial components and λy for correlation matrix of
y-direction velocity spatial components. So the energy
content in i-th spatial mode in percents can be calcu-
lated as follows:

Energy Content(i) =
λx(i) + λy(i)

K∑
k=1

(λx(k) + λy(k))

· 100%. (5)

The sum of energies contained in first n modes can be
calculated as:

Sum of energies(n) =
n∑

i=1

Energy Content(i). (6)

In the case of music instruments energy spread is cor-
related with the harmonics content. As we know, POD
is rather statistical decomposition method, but in the
case of the organ pipe sounds first modes quite well
correspond to first overtones and next represent more
noise content. In Fig. 8 we can see the energy distri-
bution in consecutive modes.
As we can see, in the first case (higher air speed,

solid lines) over 95% of energy contains first 4 modes,
what corresponds to first two harmonics. In this case
the pipe tone is well established and harmonic part
dominates over noise part. In the second case (lower air
speed) the pipe is undersupplied with air and higher
modes contain more energy in reference to fundamen-
tal tone – the timbre of the pipe is different and more
noises are audible. Because we observe the acoustic
waves which propagate, with the consecutive harmon-
ics correspond two spatial and temporal modes. In

Fig. 8. Vibrating energy distribution in POD modes
for two air inlet velocity cases.

Fig. 9 we can see the first two spatial modes. They
correspond to the fundamental tone of 128 Hz.

Fig. 9. First two spatial modes of the vibrating part
of the flow in case 1.

Temporal coefficients with the same frequency are
shifted by 90 degrees. Perfect cosinusoidal coefficients
and measured values are shown in Fig. 10.

Fig. 10. POD first 4 temporal modes (coefficients ak(n) in
Eq. (2)) of measured data (stars and triangles) and perfect
cosinusoidal harmonic components shifted in pairs by 90

degrees.

Combination of two first spatial and temporal
modes of the blown pipe shown in Figs. 9 and 10 can be
interpreted as a generic organ pipe sound source with
the fundamental frequency and used in formula (1) as
variable u. Its time evolution is shown in Fig. 11.
As we can see, even fundamental tone of the organ

pipe is generated by the source, which is quite complex
comparing to perfect point or dipole source. An in-
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Fig. 11. The two POD modes approximation of an acoustic velocity field evolution in transparent pipe model
(fundamental frequency of 128 Hz, one period divided into 36 equidistant phases, every second phase is shown).
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teresting phenomenon can be observed in phases 5–9
and 23–28 where the air movement in the pipe mouth
has partially opposite directions due to a big vortex
formation of both sides of the mean flow. In equilib-
rium (phases 7 and 25) we can see still high veloci-
ties in mouth region, but in the standing waves region
the acoustic velocity is near zero. It is very important
point. When we need to analyse the sound propaga-
tion and far sound field distribution using some com-
putational aeroacoustics algorithms, the results can be
ambiguous due to the wrong assumptions concerning
sound source properties.

6. Discussion and conclusion

The phase-locked particle image velocimetry is very
useful method to study aeroacoustical velocity fields
in organ pipes. The application of the transparent
Plexiglas organ pipe model allowed to study in the
same time velocity field evolution outside and inside a
blown organ pipe labium. The image acquisition syn-
chronized directly to the sound generated by the pipe
allows to obtain highly time resolved picture of dy-
namic evolution of the air jet in the region of organ
pipe labium. The time resolution is in this case not a
function of the sampling rate of the system but the
total acquisition time and the possibility to maintain
the stable working conditions during the experiment.
In the transparent model it is easy to see the tran-
sition area from aerodynamic to pure acoustic field
inside the pipe resonator. The application of Proper
Orthogonal Decomposition gives new opportunities to
decompose the velocity field in constant and vibrat-
ing field components. Further research and discussion
have to be devoted to the possibility of distinguish-
ing in this way the compressible and incompressible
behaviour of the observed variable field. Analysing
the time varying field components correlated with the
generated sound frequency can be used to build a
more realistic model of organ pipe as a complex sound
source.
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